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Integrating Continuous and Teleporting VR
Locomotion into a Seamless ‘HyperJump’

Paradigm
Ashu Adhikari, Daniel Zielasko, Ivan Aguilar, Alexander Bretin, Ernst Kruijff,

Markus von der Heyde, and Bernhard E. Riecke

Abstract—Continuous locomotion in VR provides uninterrupted optical flow, which mimics real-world locomotion and supports path
integration . However, optical flow limits the maximum speed and acceleration that can be effectively used without inducing
cybersickness. In contrast, teleportation provides neither optical flow nor acceleration cues, and users can jump to any length without
increasing cybersickness. However, teleportation cannot support continuous spatial updating and can increase disorientation. Thus, we
designed ‘HyperJump’ in an attempt to merge benefits from continuous locomotion and teleportation. HyperJump adds iterative jumps
every half a second on top of the continuous movement and was hypothesized to facilitate faster travel without compromising spatial
awareness/orientation. In a user study, Participants travelled around a naturalistic virtual city with and without HyperJump (equivalent
maximum speed). They followed waypoints to new landmarks, stopped near them and pointed back to all previously visited landmarks
in random order. HyperJump was added to two continuous locomotion interfaces (controller- and leaning-based). Participants had
better spatial awareness/orientation with leaning-based interfaces compared to controller-based (assessed via rapid pointing). With
HyperJump, participants travelled significantly faster, while staying on the desired course without impairing their spatial knowledge.
This provides evidence that optical flow can be effectively limited such that it facilitates faster travel without compromising spatial
orientation. In future design iterations, we plan to utilize audio-visual effects to support jumping metaphors that help users better
anticipate and interpret jumps, and use much larger virtual environments requiring faster speeds, where cybersickness will become
increasingly prevalent and thus teleporting will become more important.

Index Terms—Virtual Reality, Spatial Updating, Leaning, Teleportation, Locomotion, Semi-continuous locomotion

✦

1 INTRODUCTION

Teleportation is a common metaphor for VR locomotion.
In this metaphor, the user is discretely moved to a target
destination as opposed to continuous travel methods where
the users continuously control or steer their travel direction
along the way. The target destination can be chosen in
multiple ways, including a common method of pointing
with a controller. It is simple and effective. Further, it gen-
erally does not induce cybersickness, especially compared
to controller-based continuous locomotion methods [1], [2].
Therefore, teleportation is commonly used as a target-based
travel technique [3], [4], [5]. However, while comparing
different travel techniques and metaphors, Bowman et al.
[3] found that teleportation techniques, due to their abrupt
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view changes, can be disorienting compared to continuous
travel techniques.

Spatial updating is a mental process of maintaining
(”updating”) the spatial relationship between ourselves and
our surroundings during self-motion, where self-to-object
relationships constantly change. It is important for effective
navigation, spatial orientation, and situational awareness
[6], [7], [8], [9]. This process is largely automated or even
obligatory (i.e., hard to suppress) during natural walking
and also occurs during more complex activities like driving,
climbing, diving, flying, or playing sports. However, only
imagining the self-motions does not generate the same level
of spatial updating and does not seem to be able to elicit
automatic or obligatory spatial updating [10], [11], [12], [13].

The discrete jumps in teleportation also remove any self-
motion cues that could be used to path-integrate and thus
support automatic spatial updating [5]. That is, for telepor-
tation, one has to rely on other means to recover orienta-
tion, such as landmark-based piloting, which makes it less
effective than using a combination of path-integration and
piloting [14]. Conversely, dynamic translation information
(either visual or body-based self-motion cues) provided by
continuous travel methods has shown to help users perform
better in spatial updating tasks [15].

On the downside, any continuous locomotion model
provides continuous optical flow, which limits the maxi-
mum acceleration and speed that can be applied without
causing cybersickness. As a result, large-scale navigation
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might simply take too long or become annoying/boring.

To address this limitation, we propose ‘HyperJump’, a
hybrid interface that uses continuous movement for short
distances or locomotion speeds (like a regular controller-
based or leaning-based interface). When users would aim
to cover larger distances or travel at higher velocities that
would likely engender cybersickness, HyperJump seam-
lessly adds teleportation (iterative jumps every half a sec-
ond) to the continuous movement. Teleportation does not
create any optical flow during the jumps, thus reducing the
risk of cybersickness [3], [16]. Since the jumping distance
is independent of optical flow, it can also be adjusted to
any desired length without effectively changing the risk of
cybersickness. Though jumps can lead to breaks in pres-
ence and cause disorientation [3], [5], [17], we hypothesize
that interlacing continuous movements with relative short
repeated jumps might provide sufficient optical flow and
predictability of one’s post-jump location to help maintain
users’ spatial updating capabilities while effectively limiting
the optical flow so that it does not exacerbate cybersickness
during fast/long-distance travel. Bowman et al. [3] have
already shown that the travel speed (continuous) did not
significantly affect spatial updating. This effectively shows
that our ambition to design a fast travelling interface with-
out compromising spatial awareness should be feasible if
the interface can provide sufficient optical flow to support
spatial updating.

This paper proposes an experimental paradigm to assess
users’ spatial awareness and orientation in a naturalistic
environment with a realistic task. We also conducted a
user study to compare how leaning-based and controller-
based interfaces support spatial updating with and without
HyperJump. We included leaning-based interfaces, where
the user leans in the direction they want to move because it
provides at least some embodied locomotion cues compared
to non-embodied stationary systems based on handheld
controllers [18]. Compared to the commonly used hand-
controllers that provide little if any embodied self-motion
cues, leaning-based interfaces have not only been shown
to improve navigational performance [19], [20], [21], [22],
by providing body-based self-motion cues (in particular
proprioceptive and vestibular translational cues), but also
reduce cybersickness [20], [21], [23], [24], [25], enhance pres-
ence [26], immersion, enjoyment, and engagement [19], [27],
[28]. At the same time, leaning-based interfaces perform
comparably to standard controller-based/thumbstick-based
interfaces (precision, completion time, error) or even better
[23], [25], [29]. Leaning-based interfaces also do not rely on
hand-controllers, thus freeing the hands to perform other
tasks [30].

In our user study, participants travelled on four dif-
ferent non-intersecting paths with four different interfaces.
Participants were instructed to point back to previously
visited locations from each stop along the path. This allowed
us to infer their spatial awareness and updating. We also
asked participants to rate their experience on different mea-
sures and conducted open-ended interviews to understand
underlying factors better and improve future locomotion
interfaces.

2 RELATED WORKS

Teleportation has been adopted as one of the most common
locomotion interfaces for its simplicity, effectiveness, and
reduction of cybersickness. However, it disrupts presence
and cannot provide path integration cues, causing spatial
disorientation [31], [32]. We found a few implementations
aimed at understanding and improving situational aware-
ness and spatial updating while using teleportation. Below,
we present the implementation details and their advantages
and disadvantages, which informed our design of Hyper-
Jump.

Weißker et al. compared spatial updating between tele-
porting a large distance (beyond vista space) and repeated
teleporting within vista space [1]. Their study showed that
even visually seeing the target location each time before the
jump did not improve spatial updating compared to large
scale teleportation. This indicates that even when users can
see their current and target locations between each jump,
they cannot update their spatial knowledge effectively. To
address this shortcoming, users receive self-motion cues
while using HyperJump.

LaViola et al. proposed a navigation interface where the
user could teleport to their destination by stepping into a
location on a map rendered at their feet [33]. Users could
see their global location in an overview map, zoom in or
out of the map, and also teleport to the desired location by
standing in the position they wanted to teleport to. Users
could also use continuous locomotion for short travel in
this implementation. Though this implementation can show
users’ global position and facilitate moving from one point
to another in a known map, this implementation is less
useful for exploration tasks. Further, the interface uses two
different interfaces discretely. It required users to manually
activate and deactivate a metaphor before each use, which
may discourage users to switch between the metaphors
frequently. Our HyperJump metaphor can automatically
and seamlessly transition between continuous and discon-
tinuous methods to overcome this limitation.

In an attempt to solve the spatial updating problem of
teleportation, Bolte et al. proposed the ‘jumper’ metaphor
[34]. In this travel technique, the user could use real walking
for small-range travel and virtual jumps for large-range
travel, where the user’s viewing direction would initiate
a jump with smooth viewpoint animation. The interface
used gaze-based target acquisition to avoid explicit target
selection via additional input devices. Gazing at a loca-
tion for 0.5 seconds, selected the target location. Target
acquisition animation lasted for 2 seconds, and the user
can deselect the target location by looking away at any
point during that time. A map sketching task showed
that while participants were significantly worse in map
sketching with teleportation compared to real walking, they
were only slightly (but not significantly) worse with the
jumper metaphor. However, this method uses a gaze-based
technique, predicted from the user’s virtual head position
and viewing direction. Though their gaze-based technique
stops accidental triggering and supports information gath-
ering at least to some degree, constant animation associated
with gaze and needing to look away to avoid jumping
could render it unsuitable for most practical applications
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that require exploration and information gathering. Our
HyperJump metaphor is independent of looking direction
to overcome this limitation.

Bhandari et al. also proposed a ‘Dash’ metaphor similar
to ‘jumper’, which adds a smooth viewpoint animation to
teleportation [35]. They conducted a user study to com-
pare participants’ spatial updating with Dash and normal
teleportation. In their study, participants teleported once or
twice in one trial and pointed back to the origin from the
final position. The user study showed that Dash allowed for
better point-to-origin performance compared to normal tele-
portation while maintaining similar levels of cybersickness
in both locomotion techniques. However, the Dash method
requires participants to manually and constantly choose
each target for travel. It does not support a smooth and
continuous exploration of the virtual environment. To ad-
dress those limitations, in our HyperJump implementation,
the user can have continuous travel for short distance travel
as well as a seamless transition to fast-paced travel without
having to select jump locations or switch between interfaces.
The virtual environment in their study was designed to
be devoid of any landmarks, which likely reduced optical
flow and diminished cybersickness. For our task, we chose
a naturalistic environment with ample landmarks to make it
closer to most real-world and simulated environments and
provide a more realistic assessment of cybersickness.

Farmani and Teather [16] also investigated the impact of
short repeated jumps, called viewpoint snapping, the closest
technique to our proposal. They observed decreased cyber-
sickness when discrete movements were applied to either
rotational or translational viewpoint motion. Their study
also found no significant difference in spatial awareness
between translational snapping and continuous motion.
However, in their design, the jumps are fixed to a single
length, which limits the interface from adapting to different
kinds of paths, tasks, or environment sizes. Their implemen-
tation also requires users to have one hand on the mouse
to control snapping and provides (from what we can tell
from the paper) no indication of the future jump’s location
or path. Further, their experiment was mostly focused on
cybersickness and did neither involve a complex naturalistic
environment nor complex spatial orientation tasks. That is,
their task consisted of 10 simplistic pointing tasks (pointing
back to the origin after moving in a straight path) and
four pointing back to the origin tasks after a 2-segment
excursion. To complement their findings and investigate
generalizability, our study chose a more complex maneu-
vering and spatial orientation task in a more naturalistic
and ecologically valid environment.

Similarly, Rahimi et al. evaluated the importance of op-
tical flow for spatial awareness by varying it in three dif-
ferent levels [36]. In an automated travel path, participants
experienced teleportation (normal), animated interpolation
(smooth viewpoint animation, similar to the jumper [34] and
Dash [35]), and pulsed interpolation (similar to viewpoint
snapping [16]). They found that among the three, animated
interpolation allowed for the best spatial awareness perfor-
mance as measured by pointing errors. However, it was
also rated the worst in terms of cybersickness. Thus, the
paper reiterates the importance of optical flow for improv-
ing spatial updating/awareness and its negative impact on

cybersickness, adding motivation to our approach.
In sum, while prior research (and VR applica-

tions/games) include several teleporting/dashing imple-
mentations that can help to reduce motion sickness, they
all require users to either manually select and trigger
jumps/dashes, or do not provide full control over future
jump/snapping locations, or don’t work well across diverse
distances.

HyperJump is the first system that combines continuous
locomotion and self-motion perception (vection) at limited
speeds (and optic flow), which is essential for spatial ori-
entation and predictability/controllability, with teleporting
into a seamless interface where users never have to switch
locomotion interface or metaphor, yet can travel both ex-
tremely precisely (important especially for small-scale loco-
motion) and cover very large distances.

3 EXPERIMENTAL EVALUATION

The main focus of our study was to investigate how Hy-
perJump might affect the user’s performance in a spatial
orientation task that critically relies on spatial updating
during excursion travel. Further, we wanted to study to
what degree HyperJump might be able to support efficient
navigation in terms of maneuvering accuracy, cybersickness,
and ease of use. We chose to add HyperJump to two con-
tinuous locomotion interfaces: a leaning-based interface be-
cause of its desirable traits as discussed in the section 1; and
a standard handheld controller-based interface, as HMDs
usually come with their own controllers, which are heavily
used for locomotion.

RQ1: How does adding iterative jumps (‘HyperJump’)
to continuous locomotion methods affect performance
compared to continuous-only locomotion? How does it
affect overall usability and user experience, including
cybersickness?

We are mainly focused on evaluating if an interface
can speed up travelling without negatively affecting the
user’s spatial orientation. Along with spatial orientation,
we were also curious about how HyperJump might affect
other aspects of usability and user experiences, such as
cybersickness, task load, preference, and ease of use. In
the following, we briefly review relevant prior studies that
compared continuous travel with (modified) teleportation
and on which we based our own hypotheses and pre-
dictions. Reduced cybersickness is observed when optical
flow is reduced (jumps without viewpoint animation) [16],
[36]. There were mixed results on time taken to complete
a task, though, ranging from no significant time difference
between the techniques [32], faster travel with continuous
locomotion [37], [38], and faster travel with teleportation
[39]. When participants compared different teleportation
techniques using Likert scales, results were also mixed: Bolte
et al. found no significant difference between real walking,
jumper metaphor, and teleportation for ease of learning and
ease of use [34]. However, real walking and jumper both
yielded improved user satisfaction compared to teleporta-
tion. Participants preferred Dash over normal teleportation,
even though they rated regular teleportation to be more
efficient [35]. Rahimi et al. observed high variance in prefer-
ence ratings among the interfaces [36]. In sum, findings are
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fairly mixed when comparing teleportation (standard and
modified versions) with a continuous locomotion method.
We expected our study to shed some light on the following
measures:

Spatial updating, Cybersickness and speed: Bowman
et al. were the first to show that teleportation negatively
affects spatial awareness compared to continuous travel
[3]. Subsequent studies have shown that adding animated
viewpoint transitions to teleportation (”Jumper”, ”Dash”)
can improve spatial orientation [34], [35], [36]. However, as
Rahimi et al. demonstrated, adding optical flow to telepor-
tation can be nauseating [36], negating or at least reducing
the advantage of teleportation as a less sickening loco-
motion method. Later, Farmani and Teather demonstrated
that iterative jumps could reduce cybersickness while not
impairing spatial orientation in a simplistic point-to-origin
task [16]. Based on these findings, we posited that the
optical flow provided by interlacing continuous motion
with iterative jumps would help maintain spatial orienta-
tion/awareness and facilitate spatial updating. We hypothe-
sized there would be minimal performance difference when
adding HyperJump to the continuous-only locomotion in a
complex spatial updating task.

In our task design, to allow a fair comparison between
the conditions, the travel paths were kept deliberately short,
travel speed low, and parameters were optimized for all
interfaces to complete a trial. The trials were designed
to be completed within a similar time for all conditions
while minimizing cybersickness to avoid carryover effects.
However, we still expected HyperJump to reduce optical
flow, which might reduce cybersickness. Similarly, we did
not expect all participants to travel with maximum speed
at all times and expected to see some difference in task
completion time. However, we did not have any directional
hypothesis for travel time.

Accuracy and precision: Further, we planned to compare
the accuracy and precision of travel with HyperJump on
and off. While traveling with HyperJump at high speed,
the jump can be harder to control than for continuous
steering. Therefore, we predicted continuous locomotion to
lead to more precise maneuvering than HyperJump, i.e., less
deviation from the center of the path. However, we expect
participants to be still able to travel along an intended path
and reach their destination easily.

Overall usability and user experience: Finally, we
wanted to compare the overall usability, and user experience
with introspective measures using the extended Bowman’s
effectiveness factors [29], [40] and semi-structured open-
ended interviews. We hoped to thus better understand the
underlying advantages and disadvantages of HyperJump
to optimize a hybrid interface that integrates continuous
locomotion with iterative jumps. In future studies, we plan
to compare the performance of continuous locomotion with
or without added HyperJump in much larger virtual envi-
ronments which desire faster travel speeds.

RQ2: How does the locomotion interface (leaning-
based versus controller-based) affect performance? How
do they affect overall usability and user experience, in-
cluding cybersickness?

Controller-based interfaces do not provide major embod-
ied self-motion cues and fail to support spatial updating

in a manner real-walking does [20], [41], [42], [43]. On the
other hand, leaning-based interfaces have been shown to
improve spatial awareness and orientation when compared
to controller-based interfaces [26], even when physical ro-
tation is present in both conditions [20], [21]. One leaning-
based interface (NaviBoard) even reached performance lev-
els comparable to walking [20].

Adding physical rotation to controller-based interfaces
better supported spatial updating [43]. However, when
physical rotation was introduced for controller-based in-
terfaces, participants complained about the disjunction be-
tween the physical rotation and controller translation [21],
[23], [44]. Further, the analysis of travelling path showed
that participants often switched between travelling and
turning, which confined the translational motion to a single
axis or plane and could have impacted spatial updating
[21]. Based on these observations, as well as user feedback
from our previous studies, in the current study, we used a
pointing-based steering controller instead of having partic-
ipants use only physical rotation or strafe via thumbstick
use. With this implementation, users could change their
steering direction by turning the controller, i.e., pointing
in the desired direction with the controller. It still uses
physical user rotation, which is highly desirable but allows
a participant to perform smaller steering direction changes
by just turning the controller or with partial rotation of their
body, i.e., just turning the upper body to support the hand
movement without rotating the whole chair. As an overall
effect, we expected that users should be able to translate and
rotate at the same time more easily.

With this change, we expected to improve maneuver-
ing ability for the controller-based interface (pointing-based
steering instead of torso/chair-rotation based). It also added
at least some minimal embodiment, i.e.; users would aim
their hand (with the controller) in the direction they want
to move. Hence, we expected the previously-observed clear
spatial orientation benefit of leaning- vs. controller-based
locomotion to be less pronounced or even no longer ex-
istent [20], [21]. Similarly, we expected it to improve the
the controller-based interface’s overall usability and user
experience.

RQ3: Does adding iterative jumps (‘HyperJump’)
to continuous locomotion methods affect leaning-
vs. controller-based locomotion interfaces differently?
Users have different experiences with leaning-based and
controller-based locomotion interfaces. Leaning provides a
more embodied experience and, at least minimal, embodied
self-motion cues. It improves presence, immersion, enjoy-
ment, and engagement [21], [23], [26], [27], [28]. Partial
body-based sensory information also makes the experience
more naturalistic and realistic [21], [23]. On the other hand,
leaning-based interfaces are relatively new methods with
very little exposure compared to controller-based locomo-
tion. As none of our participants had used leaning-based
interfaces before, we did not know how they would react
to adding teleportation, an artificial phenomenon that has
been shown to break immersion and presence [3], [5], [17].
We wanted to understand if the embodied nature and/or
previous exposure made a difference while designing a
hybrid system.
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Fig. 1. (A) Participants traveled along the colored paths and performed pointing tasks from each white marker, which contained a distinct landmark.
In each condition, they started from a white circle, moved to the subsequent white crosses and pointed back to all previously visited places (within
that path) in random order as prompted by the program. (B) Top-down view of part of Tübingen on which path (A) is based.

4 METHOD

4.1 Participants

Twenty users participated in our study. We excluded two
participants due to incomplete experimental trials and one
user because of a high level of cybersickness. We performed
the analysis with the remaining 17 participants (6 female,
11 male), 19 to 42 years old (M = 23.3, SD = 5.34). Ten
had previously used an HMD, and 12 had regularly used
controllers to play video games on a computer or a gaming
console. The study had the approval from the local Research
Ethics Board.

4.2 Virtual Environment and Task

A virtual model of part of downtown Tübingen, Germany,
was used to provide a complex naturalistic environment
with ample landmarks and optic flow and avoid grid-like
street patterns that might have supported undesired cog-
nitive strategies such as counting turns (see Figure 1A&B)
[45]. Four different non-intersecting paths were created, so
participants travelled a unique path with each interface (see
Figure 1). As all the participants were from the greater
Vancouver area in Canada, none of the participants were
familiar with the city.

Each trial began at one of four unique locations, as
indicated by the white dots on the map in Figure 1A.
Participants followed 10 waypoints to the next landmark
(see Figure 2A). The waypoints acted as both indicators
of the path to the next landmark and as a measure of
travel accuracy. As participants followed the waypoints and
reached new landmarks from each location, they would
estimate the position and distance (see Figure 2B) of all
previously visited landmarks in random order, as prompted
by the program [46].

A number of different methods have been used to eval-
uate spatial awareness and updating. Oral recollections of
spatial experiences, sketching an area map and arranging

photos of route segments and landmarks in their correct
order can assess route knowledge. Returning to the origin,
pointing to the origin or other landmarks, and estimating
the distance traveled can measure configurational knowl-
edge [47]. Navigational search has also been effectively
shown to assess spatial updating [20], [41], [42], [43], [48].
Since we wanted to quantitatively measure spatial updating
while travelling in a large scale visually rich environment,
we found rapid pointing to the origin/landmarks to be the
best fit for our experiment.

4.3 Locomotion Modes
In this user study, we investigated the effect of adding iter-
ative jumps to two otherwise continuous locomotion meth-
ods: leaning-based and controller-based. All interfaces were
used while participants were seated on a swivel chair, thus
allowing for physical rotation. The interfaces are explained
in detail below. The boldface represents the shorthand for
the interfaces.

4.3.1 Continuous Method of Locomotion
HeadJoystick: Participants lean their upper body as if it
is a joystick to translate in the desired direction [21], [22],
[23], [25], [29], [30]. This is achieved by using the HMD’s
built-in tracker, with no need for additional trackers. When
the program starts, users are asked to sit in a natural
upright position, press and hold a button and rotate their
heads to the left and to the right for calibration. Then,
we calculate the center of the head rotation and set it as
the resting position of the head. When the user performs
movements that also cause their heads to move, we track
the deviation from the resting position and assign a velocity
exponential to the deviation for smoother acceleration.
Using an exponential transfer function reduces or even
removes the need for a deadzone that is often necessary
to compensate for minimal body sway in linear interfaces
[25]. The maximum virtual speed was limited to 10 m/s,
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A B C
Fig. 2. (A) Waypoint navigation task, where participants need to travel through the white semi-transparent cylinders (5 blue followed by 5 red cores)
until reaching the final (red) location where they were automatically stopped. (B) Distance estimation to one of the landmarks, telephone booth.
Landmarks are indicated by a green circle and white arrows for ease of recognition. (C) Participants’ cybersickness rating on a scale of 0-100

mimicking inner city driving speeds.

Controller: Participants used the Oculus controller
thumbstick to translate in the desired direction up to a
virtual speed of 10 m/s. We implement controller-directed
(pointing-directed) steering, where the controller’s forward
direction determines the forward movement direction. That
is, the user can physically rotate, point with the controller,
or press the thumbstick sideways to change the moving
direction. Similar to HeadJoystick, we used an exponential
transfer function to map the input of the thumbstick
deflection to translation velocity.

4.3.2 HyperJump: Hybrid Locomotion Method
HeadJoystick-Teleport:1 Up to the virtual continuous
translation speed of 5 m/s it works like the standard
HeadJoystick implementation. Then, leaning further
triggers a jump into the direction of travel every 0.5 s. The
jump is added while maintaining the continuous translation
of 5 m/s between jumps. Leaning further increases the
jump distance between 1-8 m, but not the jump frequency.
These parameters were chosen based on extensive pilot
testing, which revealed that changing jump distance instead
of jump frequency was perceived as more predictable and
controllable.

Controller-Teleport: This works similarly to how the
HeadJoystick-Teleport works but uses a controller. The
threshold velocity and the range of the jump size
was determined through a pilot study. With the above
parameters, all the interfaces take exactly the same time to
travel a straight path at their maximum speed.

In this experiment, we were equally interested in
understanding the spatial updating of the HyperJump
method and its precision and accuracy for travel. It
was not possible to assess teleportation accuracy unless
we asked participants to teleport to the center of each
waypoint or used teleportation only as if it were a velocity
control method (i.e. a HyperJump method but without any
continuous movement). Both felt unnatural teleportation
methods and would require comparing teleportation
with four other methods mentioned above in a different
experimental task. With this, adding an experimental task

1. https://www.youtube.com/watch?v=raPNjAzIXh0

or including different teleportation methods inthe current
task, to make a fair comparison, would require us to
extend the length of experiment sessions. It was already
an hour long interaction with participants on two separate
days in the midst of strict COVID-19 safety protocols.
Therefore, we decided not to include a teleportation-only
condition in our current study. However, comparing
HyperJump, continuous locomotion, and teleportation-only
conditions in the future as a separate study could provide
a deeper understanding of their respective advantages
and disadvantages and the generalizability of the current
findings.

4.4 Experimental Design and Procedure
The experiment used a within-subject design, where every
participant took part in all four conditions with a different
path for each interface (a single colored trace in Figure 1
is considered one path). Each path had a minimum of five
turns of 90◦ or more. In total, they traveled to four different
locations in each trial and performed a total of 14 non-
trivial pointings (to non-directly visible landmarks). Each
waypoint navigation task took about half a minute (four in
a path/trial) and a trial took about seven to eight minutes.

A latin-square design with blocking of partial-body-
based interface (HeadJoystick, HeadJoystick-Teleport) and
controller-based interface (Controller, Controller-Teleport)
was used to account for ordering effect and varying path
difficulties.

The overall procedure is shown in Figure 3. Partici-
pants performed the trials with one of the interfaces (two
conditions) on the first day and with the other interface
(two conditions) after at least a gap of 24 hours. On the
first day, participants started the experiment by filling out
a pre-experiment questionnaire about their demographic
information and the simulator sickness questionnaire (SSQ)
[49]. Then, they performed the first and second trial with
one of the interfaces (leaning or controller) with HyperJump
state switched between the two trials. Participants filled out
an SSQ and a NASA task load index (TLX) questionnaire
[50] after each trial while they took a mandatory break of
5 minutes. After completing the second trial, they filled out
a post-trial questionnaire, detailed in subsubsection 5.2.3,
which compared the interface with and without the use of
HyperJump. On the second day, they followed the same
routine with the interfaces they had not used yet and

https://www.youtube.com/watch?v=raPNjAzIXh0
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SSQ + 
NASA TLX

Repeat with the other
interface on 2nd Day

Fig. 3. Experimental Design

ended with a post-experiment open-ended semi-structured
interview.

4.4.1 Experimental Tasks

During each trial, participants were tasked with the
following tasks, as illustrated in this video.
Trivial Pointing Task: Participants started the trial with a
trivial pointing task, i.e., by pointing to two directly visible
landmarks (indicated with a green circle and white arrows),
see video. Similarly, they finished the pointing task from
each location with the trivial pointing to the adjacent (and
the only directly visible) landmark. Though these trivial
pointing tasks were not considered during the analysis,
they both helped participants familiarize themselves with
the task and ensured that they learnt the targets’ names.

Waypoint Navigation Task: During the pointing phase,
the locomotion interfaces were frozen. After completing
the pointing tasks, the program let go of the brake and
participants were able to navigate again. They were
instructed to follow a series of 5 waypoints (blue cylindrical
posts with a spherical ball in the middle - Figure 2A) to a
new location. Participants were asked to navigate through
the waypoints as quickly as possible while trying to pass
through the exact center of each waypoint. As long as
participants passed through the white semi-transparent
cylinder (see Figure 2A) of a waypoint they heard positive
auditory feedback. Completely missing a waypoint caused
a ‘wrong’ buzzer to sound and removed that waypoint
from the scene. In the HyperJump mode, if the straight
line jump went through the waypoint, it was counted as a
successful attempt. In total, there were five blue waypoints
(at least 8 m away from each other, except on turns)
placed for assessing accuracy. The travel path ended with
five red waypoints (1-5 m from each other) that oriented
participants toward the new target as well as indicated that
the navigation task was about to be completed.

Rapid Pointing Task (First Pointings): 1

Once participants reached the last waypoint (represented
with a red base - Figure 2A), the system applied a brake
to slow down and stop the user at that location. Then, an
auditory prompt instructed participants to ”point up” so
that their pointing always started from the same upright
pointer orientation, thus avoiding any confounds with
prior target directions. Next, an auditory prompt instructed
participants to point as quickly and accurately to one of
the previously visited landmarks along the current path. If
the controller’s pointing direction was less than 30 degrees
from the horizontal and the controller was stable, the

1. https://www.youtube.com/watch?v=raPNjAzIXh0

system would then register that as the pointing direction
and indicated it to participants by laser shooting visual and
audio cues. Riecke et al. used this technique of pointing
without needing a trigger to reduce the interaction time
with the interface and record a more accurate response time
[51]. This rapid pointing procedure was repeated for all
previously visited landmarks in randomized order.

Distance Estimation Task and Subsequent Second
Pointing Task: In this phase, participants were tasked to
estimate both the direction and distance of all previously
visited landmarks ( Figure 2B). Once the auditory prompt
announced the target, they were instructed to turn the chair
and face the direction of the target. When they pressed
and held the trigger, a white indicator appeared with its
distance estimate from the user. Participants could move
the white indicator with the thumbstick as long as they
were holding the trigger and adjust their direction and
distance estimate. They could let go of the trigger to indicate
their final estimate. Riecke and McNamara had previously
shown that when performing a series of pointing tasks
from a new location, the first pointing task can take longer
than later pointings, suggesting that the first pointing
requires additional retrieval/mental transformation cost,
especially if participants’ mental spatial representation of
their surroundings was not already automatically spatially
updated [52]. This inspired us to task participants to
perform pointing in two different phases. Even though
participants gained no additional information between the
two pointing phases, we were interested in investigating
if previous pointing coupled with distance estimate might
somehow help them improve their pointing and thus
mental spatial representation.

Fast Motion Sickness Scale (FMS) Measurement: After
completing all pointing tasks from a location, participants
were asked to give us an estimate of their motion sickness
state in a scale of 0-100, see Figure 2C. This is based on
FMS scale adapted from Keshavraz and Hecht’s FMS [53].
In both cases the participants adjust a slider between two
extremes. However, in our pilot testing and previous study
[21], we found that participants found a percentage scale to
be more intuitive to use than a range from 0-20.

4.4.2 Performance measures

We measured the following dependent variables during the
pointing tasks.

Absolute pointing error: It was used to assess how
well participants knew their location and orientation
with respect to their surroundings. For each of the four
locomotion conditions, participants pointed from 4 locations

https://www.youtube.com/watch?v=raPNjAzIXh0
https://www.youtube.com/watch?v=raPNjAzIXh0
https://www.youtube.com/watch?v=raPNjAzIXh0
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Fig. 4. (A) Absolute pointing error. (B) Absolute ego-orientation error. (C) Configuration Error while performing the first and second pointing tasks.
(D) Average Response Time during the first Pointing. (E) Absolute Distance Estimation Error while performing the second pointing task. (F) Absolute
Distance Estimation Error as percentage. Points with light shades show mean data for individual participants. Error bars indicate 95% confidence
intervals (CI). * above the plot indicates p < .05

to a total of 14 non-trivial landmarks (non-trivial pointings).
For each pointing, an absolute pointing error was calculated
as the absolute value of the difference between the correct
and the pointed yaw direction. Pointing measures can serve
as a way to infer about the underlying spatial orientation
and specifically spatial updating processes, although the
task also requires other aspects such as maneuvering
between targets, memorization of the targets, etc.

Absolute ego-orientation error: A part of absolute
pointing error stems from participants’ misperception of
their ego-orientation, i.e., the difference between their actual
and perceived orientation with respect to the landmarks
[54]. An absolute ego-orientation error was calculated by
taking the absolute circular mean of the signed pointing
errors from each pointing location.

Configuration error: Is the mean angular deviation of
the signed pointing error from each pointing location, and
captures the consistency of participant’ spatial knowledge
of the pointing target locations [55], and can be used to
assess participants’ spatial awareness of the target layout
(irrespective of any ego-orientation errors).

Response time: During the first pointing phase we
instructed participants to point to each landmark as fast
and as accurately as possible. We measured how long it
took participants to stably point to a target after the system
uttered that target’s name. A shorter response time in
rapid pointing tasks typically indicates the travel required
less cognitive load, presumably because automatic spatial
updating was better supported [12].

Absolute distance estimate error: The absolute difference
between the target’s real distance and participants’
estimated distance. The use of the configuration error along
with distance estimate helps us to assess participants’
spatial awareness of the target layout and is easier to
quantify and compare between interfaces/locomotion

methods than alternative options, such as map drawing.

We measured the following performance-based dependent
variables during the locomotion phase. Whereas the
pointing measures are used to infer about spatial
orientation/updating, the waypoint measures are a
measure of maneuvering ability given the current interface
and locomotion method.

Waypoint distance error: The absolute distance between
the center of participants’ head and the waypoints’ center
indicated by the sphere (see Figure 2, semi-transparent
cylinders with a sphere in the middle).

Waypoint navigation time: The time taken to travel
between two blue waypoints.

To account for the difference in path difficulties, absolute
pointing error, absolute ego-orientation error, response
time, and absolute distance estimate error were normalized
per path before comparing them for different conditions.
For normalization, we divided the individual trial data by
path average and multiplied by total average.

5 RESULTS

5.1 Behavioral Measures
Seven dependent variables (see subsubsection 4.4.2) were
measured with three different tasks: rapid pointing task
(first pointing phase), distance estimation task (including
the second pointing), and waypoint navigation task. We
present the descriptive and inferential statistics below. Un-
less stated otherwise, all test assumptions for analysis of
variance (ANOVA) were confirmed in each case.

5.1.1 Rapid Pointing Task (First Pointing Phase)
Four dependent variables: absolute pointing error, absolute
ego-orientation error, configuration error, and response time
were analysed using 2 × 2 repeated-measures ANOVAs
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with the independent variables interface (leaning vs con-
troller) and HyperJump (on vs off). Since there were no
significant main effects of HyperJump or any interactions
between interface and HyperJump for any of the dependent
variables (all p′s > .05), we only report the main effects of
the interface in Table 1.

TABLE 1
Main effect of interface during rapid pointing task. Green and light

green shades indicate significant (p ≤ 5%) and marginally significant
(p ≤ 10%) differences, respectively.

M SE M SE F(1,16) p ηp
2

Absolute pointing error 30.4o 2.50o 36.0o 3.48o 2.61 .126 .140
Absolute ego orientation error 21.6o 2.64o 28.3o 3.59o 3.23 .091 .168
Configuration error 22.4o 1.52o 24.2o 2.64o .317 .581 .019
Response time 2.35s .229s 2.98s .271s 4.81 .043 .231

Leaning Controller ANOVA

While performing the first rapid pointing task, all de-
pendent variables showed a trend towards improved per-
formance for the leaning- over controller-based interfaces,
see Figure 4. However, this trend did not reach significance
for the absolute pointing error and configuration error, see
Table 1. The difference in ego-orientation was marginally
significant, in favor of leaning interfaces which showed a
24% reduction in absolute ego-orientation errors. Similarly,
participant pointed to targets significantly faster (by 21% or
.63 seconds) with leaning interfaces than controllers.

5.1.2 Distance Estimation Task and Subsequent Second
Pointing Task
Similar to the first rapid pointing task, we performed 2
× 2 repeated-measures ANOVAs with the independent
variables interface (leaning vs controller) and HyperJump
(on vs off) on four dependent variables: absolute pointing
error, absolute ego-orientation error, configuration error,
and absolute distance estimate error. We did not analyse the
time participants needed to estimate the distance, because
they quickly pointed in the approximate target direction
and spent most of the time adjusting the distance estimate.
As before, only the independent variable ‘interface’ showed
any significant effects for the second pointing task, summa-
rized in Table 2.

TABLE 2
Main effect of interface during pointing and distance measurement

task. Green shading indicates significant (p ≤ 5%) differences.

M SE M SE F(1,16) p ηp
2

Absolute pointing error 27.3o 2.21o 33.6o 3.07o 5.21 .037 .246
Absolute ego orientation error 18.4o 1.91o 25.8o 2.79o 7.66 .014 .324
Configuration error 18.9o 1.25o 19.2o 1.67o .317 .581 .019
Distance estimate error 36.7m 3.08m 37.6m 3.80m .084 .775 .005
Distance estimate error

Leaning Controller ANOVA

Distance es�mate error (%) 46.1 3.70 49.9 4.50 .677 .423 .200

Similar to the first pointing phase, all dependent vari-
ables showed a trend towards improved performance for
the leaning- when compared to the controller-based inter-
faces, see Figure 4 (Note: We include percentage of ab-
solute distance error for reference) and Table 2. Though

configuration error and distance estimation error showed
trends towards improvement with leaning, it was not signif-
icant. The absolute pointing and ego-orientation errors did
significantly decrease by 19% and 29%, respectively, when
using the leaning- when compared to using controller-based
interfaces.

5.1.3 Comparing performance in first and second pointing
phases
During a trial, participants pointed to the same landmark
from the same pointing location twice. In the first pointing
phase (rapid pointing task), they were instructed to point as
quickly as possible and the program recorded the pointing
direction as soon as their controller was stable (and within
30◦ of the horizontal plane). After completing the first
pointing phase for all the landmarks from a location, they
performed the distance estimation task. In the second phase,
they were first asked to turn their chair and face the target’s
direction before pointing. In this phase, they could keep on
adjusting their estimate as long as they were holding the
trigger in a pressed state.

To investigate how participants’ performance and un-
derlying spatial orientation might have changed between
the first and second pointing phase, we ran additional 2
× 2 × 2 ANOVAs with independent variables interface
(leaning vs controller), HyperJump (on vs off) and pointing
phase (first vs. second pointing phase). Since there were
no significant interactions between the pointing phase and
interface/HyperJump for any of the dependent variables
(all p′s > .05), we only report the main effects of the
pointing phase below.
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Fig. 5. (A) Absolute pointing error (B) Absolute ego-orientation error (C)
Configuration Error while performing first rapid pointing task (1st pointing
phase) and distance estimate and subsequent second pointing task.
Light gray points show data for individual participants. Error bars indicate
95% CI. *, ** and *** indicate p < .05, p < .01 and p < .001 respectively

From Figure 5 and Table 3 we can clearly see that partic-
ipants always performed better during the second pointing
phase. In the second pointing phase, absolute pointing error
decreased by 9%, absolute ego-orientation error decreased
by 11% and configuration error decreased by 18%. Each of
those changes were statistically significant. Please refer to
Table 3 for ANOVA results.

5.1.4 Waypoint Navigation Task
We recorded the participant’s distance from the waypoints
while they were following the waypoints to the next lo-
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TABLE 3
Main effect of pointing phase. Green shade indicates significant

(p ≤ 5%) difference

M SE M SE F(1,16) p ηp
2

Absolute poin�ng error 33.2o 2.49o 30.5o 2.28o 18.0 <.001 .529
Absolute ego orienta�on error 24.9o 2.50o 22.1o 1.98o 9.67 .007 .377
Configura�on error 23.3o 1.53o 19.1o 1.06o 17.3 <.001 .519

1st Poin�ng 2nd Poin�ng ANOVA

cation. We also recorded the time it took them to make
that travel. Both the distance from the waypoints and the
time taken were not normally distributed. So, we calculated
the median distance of the participant’s position from the
waypoint and the median time taken for the participant to
cross the waypoints for each condition. With HyperJump
condition, participants made at least one jump between
consecutive blue waypoints in 92% of the cases and crossed
a waypoint with a jump in 45% of the cases.
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Fig. 7. (A) Median absolute waypoint error (distance between the way-
point and player) in cm (B) Average time taken (in seconds) to travel
between two consecutive blue waypoints. Points with light shades show
mean data for individual participants. Error bars indicate 95% CI. * and
** indicate p < .05 and p < .01 respectively

On average, for all conditions, the participants’ median
waypoint distance error was less than 10 cm, which is the

width of the sphere in the waypoint, see Figure 2A. This
indicates that overall, all locomotion conditions allowed
participants to travel accurately enough to stay on the
desired course. We performed a further inferential analysis
with interface and HyperJump as the independent variables.
The ANOVA showed a marginally significant effect of Hy-
perJump on waypoint distance error, see Table 4. Waypoint
distance error was smaller (by 28%) without HyperJump
than with HyperJump, see Figure 7A. However, there was
no effect of the interface and no interaction between the in-
terface and HyperJump on the Waypoint distance error, see
Table 4. The percentage of missed waypoints showed that
Leaning-based interface without and with the HyperJump
performed best (5.5%) and worst (16.7%), respectively. Con-
troller performed similarly without (11.6%) or with (11.4%)
the HyperJump. Nevertheless, the chi-square test failed to
find a significant difference between any conditions.

TABLE 4
ANOVA analysis of waypoint error and time taken to travel. Green and

light green shades indicate significant (p ≤ 5%) and marginally
significant (p ≤ 10%) difference respectively.

F(1,16) p F(1,16) p F(1,16) pηp
2 ηp

2 ηp
2

Waypoint Error .021 .887 .001 4.35 .053 .214 .335 .324 .020
Time taken 9.33 .008 .368 6.43 .022 .287 1.02 .328 .060

Interface x HyperJumpInterface HyperJump

The analysis of time taken to travel between two way-
points showed significant main effects of both interface and
HyperJump, but no interaction, see Table 4. The travel time
was reduced by .48 seconds (12%) when participants trav-
elled with controller-based interfaces compared to leaning-
based, see Figure 7B. Similarly, they took less time with
HyperJump on (reduced by 16%) compared to HyperJump
off.

As participants took different times to complete the task
with and without HyperJump, we tested if the average
completion time correlated to any pointing or distance
estimation task. However, there was no significant corre-
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Fig. 8. NASA TLX with sub-scales while performing the trials. Points with light shades show mean data for individual participants. Error bar indicates
95% CI. *** indicates p < .001

lation between completion time and any other behavioral
measurement (all p′s > .265).

5.2 Subjective Ratings

5.2.1 Cybersickness
During the experiment, cybersickness was measured in two
different ways. First, participants indicated their cybersick-
ness while performing the task on a scale adapted from
Keshavraz and Hecht’s Fast Motion Sickness Scale (FMS)
[53]. After completing the pointing task from each location
within a trial, participants indicated cybersickness on a scale
of 0-100, as illustrated in Figure 2 (C). ‘0’ meant ‘I am
completely fine and have no sickness symptoms’ and ‘100’
meant ‘I am feeling very sick and about to throw up.’ It
allowed us to track participants’ cybersickness continually
and, if required, intervene and stop the experiment. Second,
after completing the trial with each interface, they filled out
the simulation sickness questionnaire (SSQ) [49].

The total SSQ never exceeded 37.5 on a scale of 0 - 235.62
( 16% of total) and, on average, stayed at 8.57 (3.63% of to-
tal), see Figure 6A. Furthermore, no participants complained
about cybersickness or brought it up as a major factor of
their experience, except for one additional participant who
was highly susceptible to motion sickness (self rated motion
sickness susceptibility - 69/100, the average for rest of the
participants - 25/100) and dropped the experiment after the
first trial.

TABLE 5
ANOVA analysis of SSQ and FMS. Green and light green shades
indicate significant (p ≤ 5%) and marginally significant (p ≤ 10%)

difference respectively.

F(1,16) p F(1,16) p F(1,16) p ηp
2ηp

2 ηp
2

Total SSQ 1.49 .241 .085 1.88 .189 .105 3.47 .081 .178
Nausea .595 .452 .036 2.37 .144 .129 6.37 .023 .285
Oculomotor 4.15 .059 .206 .158 .696 .010 .557 .466 .034
Disorientation 4.15 .059 .206 .158 .696 .010 .557 .466 .034
FMS 2.47 .136 .134 .972 .339 .057 1.96 .181 .109

Interface HyperJump Interface x HyperJump
Measures

From the inferential statistics presented in Table 5, it is
clear that there was no main effect of interface or Hyper-
Jump on the total SSQ, although there was a marginally

significant interaction (p = .081), i.e., the leaning-based
interface showed higher total SSQ scores with HyperJump
(M = 12.1, SE = 2.71) than without (M = 7.70, SE =
2.02). However, no such effect was seen for HyperJump on
(M = 7.04, SE = 1.97) versus off (M = 7.04, SE = 7.81)
for the controller. We observed a similar interaction for
Nausea, with no significant main effects of interface or
HyperJump, see Figure 6A&B.

There was a marginally significant effect of interface
on the oculomotor and disorientation subscales. In gen-
eral, leaning (M = 5.57, SE = 1.37) caused marginally
higher oculomotor issues compared to controller (M =
2.45, SE = .830). Leaning (M = 10.2, SE = 2.51) also
showed marginally larger disorientation ratings compared
to controller (M = 4.50, SE = 1.52).

The fast motion sickness scale (FMS) also showed low
cybersickness in participants and did not require us to
intervene and stop any participants during the experiment.
The overall average for FMS was 6.18 on a scale of 0 -
100, see Figure 6E. There were no significant main effects
or interactions on FMS.

5.2.2 Task Load
There were no significant effects of any factor on the total
NASA task load, see Table 6. However, there was a main
effect of interface on physical demand. Participants reported
that the controller required 60% less physical effort than
the leaning-based interface, see Figure 8C. On the other
hand, there were marginally significant main effects of
HyperJump on performance and frustration: Participants
rated HyperJump to be marginally less performant (17%
less on average) while marginally increasing frustration
(30% more on average) Figure 8E&G. Finally, there was
a significant interaction on temporal demand. Participants
found Controller with no jump to have the least temporal
demand compared to the rest of the conditions.

5.2.3 Preference and Post-Experiment Interview
In general, participants found all the conditions to have
more desirable traits than not, with an average of almost
75% in positive statements (M = 7.41, SE = .074 on a
scale of 0-10). Figure 9 shows, however, that participants
consistently preferred the HyperJump off condition (M =
7.96, SE = .097) to HyperJump on (M = 6.87, SE = .107),
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-2.07 .038 -2.22 .026
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-2.61 .009 -.819 .413
-2.83 .005 -1.91 .056
-3.20 .001 -1.30 .195
-3.03 .002 -1.29 .196
-2.89 .004 -1.61 .108 Overall, I prefer this interface

The overall user experience of the interface is high
The overall usability of the interface is high

I think I would like to use the interface regularly
I could imagine using the interface for longer time periods

I felt tired after using the interface
My sitting posture was comfortable

My muscles were relaxed
Using the interface was comfortable

I had a strong sensation of self-motion with the interface
The interface helped me to be involved and engaged

I was completely captivated by the virtual world
I was no longer aware of my real environment

I felt sick
I felt dizzy

I enjoyed using the interface
I could easily concentrate on the task

Task difficulty of staying on intended path was high
The task difficulty of keeping the right distance was high

The efficiency and stability for motion control is generally high
I had precise control of my movements

I could easily navigate around the play area
The interface was easy to learn

The interface was easy to use
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Fig. 9. User rating states about usability and experience. Green shade indicates significant difference (p ≤ 5%), CI = 95%. In all significant cases,
participants preferred HyperJump OFF (♦) over HyperJump ON ().

TABLE 6
ANOVA analysis of NASA TLX. Green and light green shades indicate

significant and marginally significant difference respectively.

F(1,16) p F(1,16) p F(1,16) pηp
2ηp

2 ηp
2

NASA TLX .786 .388 .047 2.27 .151 .124 .345 .565 .021
Mental Demand .078 .783 .005 .175 .681 .011 .013 .911 .001
Physical Demand 15.5 <.001 .493 1.93 .184 .108 .233 .636 .014
Temporal Demand 2.62 .125 .141 .824 .378 .049 11.1 .004 .411
Perfromance .664 .427 .040 3.57 .077 .183 .126 .727 .008
Effort .070 .795 .004 .025 .876 .002 .251 .623 .015
Frustra�on .020 .890 .001 3.41 .084 .176 2.13 .164 .117

Interface x HyperJumpInterface HyperJump

even though both of them have generally preferable scores,
i.e., in almost all cases the scores for positive statements are
higher than the ambivalent score of 5. Participants also sig-
nificantly preferred controller over leaning-based interface
in three factors, sitting posture, concentration on the task,
and relaxed muscle. There were no significant differences
for the remaining factors and conditions.

In the post-experiment open-ended interview, partici-
pants gave us an insight into their preferences and under-
lying reasons. Many of the participants thought that Hy-
perJump was ”jittery” {P01,P03,P17} or ”laggy” {P13,P16}
in contrast to continuous motion which they thought was
”smooth”. Some felt it even ”strained” {P01, P07} their eyes.
They also found it be ”unpredictable” {P19}] and were ”star-
tled” {P04,P09,P17} by the jumps. For some, the feeling was
even worse with the leaning-based interface. Participants
mentioned that they experienced the trials more like a
”computer game” {P12} when using the controllers. With the
leaning-based interface, however, they mentioned experi-

encing it to be more immersive and realistic. So, in their
opinion, jumps when using the controller felt ”no different
than a computer scene” {P09,P12} and they were not bothered
much by them. But when using the leaning-based interface,
the jumps were perceived as off-putting. They felt like they
were ”tripping” or ”falling” when the jumps occurred and
felt like they were ”about to hit the ground” with those jumps
{P09, P17}. In essence, these accounts also support that
leaning-based interface provides a more realistic and natural
experience of moving through the environment. However,
the same realism made it harder for them to interpret or
accept those sudden jumps.

Participants were split between the leaning- and
controller-based interfaces regarding ease of use. Many of
them mentioned they were ”used to” {P02,P07,P08,P16} the
controller and found it ”easy to use” {P01,P02,P06,P07},
while others found HeadJoystick ”easy to learn and use”
{P05,P14,P15,P16}. However, participants had often shifted
their upper body away from their neutral (upright) position
while performing the pointing and distance estimation tasks
- hence as soon as the brake was lifted, they gunned towards
the direction their body was leaning. Participants immedi-
ately noticed and corrected for these sudden movements
and regained control quickly, but some participants {P07,
P17} mentioned that these sudden movements caused some
cybersickness. A few others mentioned that this made them
wary of losing control, and they concentrated a lot on ”bal-
ancing” {P03,P07,P17,P18} their body while using leaning-
based interfaces. On the other hand, controller afforded
”stop[ping] and look[ing] around” {P01,P08}. This might have
directly affected their preference ratings and even impacted
the cybersickness results for leaning-based interfaces. Still,
more than half of the participants thought leaning-based
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interfaces were more ”immersive and engaging.”

6 DISCUSSION

This paper presents the first study comparing users’ spatial
orientation between a hybrid of teleportation and contin-
uous locomotion versus continuous locomotion alone in a
complex spatial updating task. While we can only travel
with a limited acceleration and speed with continuous loco-
motion without causing cybersickness, teleportation makes
it possible to jump to any distance without effectively in-
creasing the risk of cybersickness. On the other hand, un-
like teleportation, continuous locomotion supports vection
(perceived self-motion), which can make a VR experience
more immersive and realistic [5] and facilitate perspective
changes [56]. Continuous locomotion also supports path
integration and can improve spatial awareness [17]. So, we
proposed a hybrid interface that tries to retain both kinds of
travel advantages.

We proposed to combine continuous and teleportation
locomotion methods into a hybrid interface to investigate
if such a merging might help to mitigate the problems
of the individual locomotion methods and create a better
alternative. We also investigated if using pointing-based
steering for the controller improves performance, usability,
and user experience instead of just using its thumbstick. We
discuss the findings of our experiment in the context of our
main research questions below.

RQ1: How does adding iterative jumps (‘HyperJump’)
to continuous locomotion methods affect performance
compared to continuous-only locomotion? How does it
affect overall usability and user experience, including
cybersickness?

Our study showed a significant difference between the
interfaces themselves (controller-based vs leaning-based)
but adding HyperJump did not significantly affect how
the underlying interfaces support user’s spatial updating.
Though a null hypothesis cannot be verified in this manner,
we observed almost no negative effect of HyperJump on
users’ spatial orientation/updating. Together with the fairly
small effect size of HyperJump on all of the pointing errors
(η2p < .1), this suggests that adding HyperJump to different
interfaces is a promising area that can be further explored to
capitalize on potential other benefits (such as reducing cy-
bersickness and travel time) without a fear of compromising
the user’s spatial orientation or spatial updating ability.

We posit that the overall similar performance of Hy-
perJump compared to continuous only conditions might be
mainly attributed to the optical flow that is always present
during travel, even though it was limited to 5 m/s for
the HyperJump conditions. Previous studies have already
shown that modifying the teleportation technique by adding
some optical flow to it can improve a user’s spatial up-
dating compared to teleportation techniques without any
optical flow [16], [35], [36]. Bolte et. al found participants’
map sketching after using the ”jumper” to be comparable
even with real walking. Our study also shows comparable
results between HyperJump and continuous locomotion in a
complex spatial updating task in a realistic environment. All
of these findings indicate that teleportation can be improved
to support spatial updating by adding optical flow.

We would like to point out an interesting difference in
the above approaches. Some of them (”jumper”, ”Dash”,
”animated interpolation”) added animated optical flow (vir-
tual camera movement) to the jump itself [34], [35], [36].
Our implementation interlaces the jumps (without any op-
tic flow) with continuous motion having continuous opti-
cal flow to avoid any acceleration/deceleration signals or
change in optic flow that might contribute to cybersick-
ness. And in both cases, the optical flow seems to have
contributed to spatial updating, although future research is
needed to test this hypothesis.

Based on the waypoint navigation task, there was a
marginally significant effect of HyperJump on maneuvering
accuracy. Participants managed to keep a 9.2 cm median
distance from the waypoint with HyperJump, while without
HyperJump it was only 6.5 cm, see Figure 7. Similarly, in
their subjective ratings, participants indicated that Hyper-
Jump was not as precise to control as continuous methods.
HyperJump affected their performance and made them
more frustrated.

However, the above data was taken during a relatively
fast pace travel when jumps are present (at least one jump
between the consecutive waypoints in 92% of the cases
and crossed a waypoint with a jump in 45% of the cases).
And even when jumps were present, the median distance
between the waypoint and user’s head center was less than
10 cm, which is the width of waypoint’s center. That is, even
with the added HyperJumps, participants were typically
able to travel along the intended path in all conditions and
successfully completed all the trials. Thus, if users want to
get to a location quickly, then HyperJump provides good
enough control to travel along the intended path and reach
the destination. Further, if more precise travel is required,
users can always slow down enough to switch to continuous
mode.

The travel time between two regular (blue) waypoints
reveals that participants travelled 14% faster with Hyper-
Jump. Though both conditions support the same maximum
average speed, participants felt comfortable travelling with
a faster average speed with HyperJump on than off (contin-
uous speed capped at 5 m/s and 10 m/s with and without
HyperJump). Past studies showed mixed results regard-
ing completion times when comparing target-acquisition
teleportation techniques with continuous locomotion [32],
[37], [38], [39]. Our seamless technique proved to be faster
than continuous locomotion, even in a setting designed for
similar average speeds between both conditions and when
cybersickness was not an issue. Hence, we are optimistic
about its performance in much larger environments where
teleporting will become more important, and we currently
plan studies to investigate this.

The overall cybersickness during the experiment was
very low and a number of factors likely contributed to this:
The maximum travel speed was relatively low (10 m/s for
continuous locomotion, similar to inner city car speeds),
physical rotation was present in all conditions, each travel
instance was short (less than a minute), each travel was
followed by translationally stationary pointing tasks (each
took about a minute), and both interfaces incorporated some
embodiment (leaning or pointing to the travel direction). So,
the instruments (SSQ and FMS) might not have been sensi-
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tive enough to assess potential benefits in sickness reduction
of HyperJump. Adhikari et al. discussed in their paper how
SSQ might be too conservative in detecting a difference
between conditions in post-trial and how pre- vs. post-
use SSQ scores might be more illuminating [21]. However,
we blocked with and without HyperJump conditions on a
single day, limiting us from comparing HyperJump with
pre- vs. post-use SSQ scores. We are currently planning a
follow-up study investigating HyperJump in a much larger
environment (requiring higher speeds and/or longer travel
times) which will help to better assess the potential benefits
of HyperJump in terms of reducing cybersickness.

RQ2: How does the locomotion interface (leaning-
based versus controller-based) affect performance? How
do they affect overall usability and user experience, in-
cluding cybersickness?

Our results also provided novel insights into how lean-
ing versus controller-based interfaces support spatial ori-
entation/updating. Both interfaces use physical rotation. In
spite of that, leaning-based interfaces resulted in improved
ego-orientation compared to the controller in both the first
and second pointing phase. This shows that providing
physical rotations (which were identical in all interfaces) is
not sufficient for properly updating one’s orientation in VR
and that more embodied (leaning-based) ways to translate
in VR can provide a significant spatial orientation benefit.
Physical rotation had already been shown to be invaluable
for spatial updating in previous studies [43], [57], [58].
Further, Nguyen-Vo et al. [20] demonstrated that despite
having physical rotation in all conditions, partial body-
based translation control through leaning could support
spatial updating in a navigational search task. Here, we
corroborate and extend these findings by showing that even
our perceived orientation in our environment can benefit
from a more embodied interface that provides partial trans-
lational body-based cues through leaning.

The first rapid pointing phase showed a consistent trend
of improved performance for leaning-based translational
control. This trend reached only marginal significance for
the ego-orientation error. Participants, however, pointed
significantly faster after traveling with the leaning-based
interface. This indicates that their spatial representation
of the self-to-target direction was more readily and easily
available and suggests that the cognitive load of spatially
updating during locomotion was reduced [12]. Our results
also show that these trends became more consistent with
the second pointing. The performance benefit of leaning-
vs. controller-based interfaces reached significance for both
absolute pointing and ego-orientation errors. This effect
somewhat surprised us, as participants had only additional
time between the first and second pointing but no additional
interface-related cues that could have helped them improve
their performance.

Though there were no significant differences in total SSQ
score and Nausea between the two interfaces, there was a
non-significant trend for increased oculomotor issues and
disorientation with leaning-based interfaces, which contra-
dicts our previous findings [20], [21], [23]. However, this
might have been caused by a shortcoming of our imple-
mentation of the leaning-based interface: As soon as the last
pointing from a given location was completed, the brake

was lifted, and participants could travel again. However,
as we mentioned before, participants were not in a neutral
(upright) position when the brake was lifted and they
sped towards the direction their body was leaning, which
created an abrupt motion and contributed to cybersickness
according to participants’ post-experimental responses. This
issue did not show up in our pilot testing and only occurred
while running the full study - but given the challenges
of running human participants studies in the midst of the
COVID-19 pandemic, we could only run limited pilot tests,
and we were not able to redo the whole study. Interestingly,
though, the leaning-based interface nevertheless provided
significant spatial orientation benefits. In hindsight, we
could have asked participants to find the neutral position,
given an auditory cue to finding the position, and only then
release the brake - which we plan to implement in our future
studies.

Finally, based on participant feedback and more pilot
testing, we changed the controller from the rotational veloc-
ity control used in some of our previous studies [20], [21],
[23], [29] to pointing-based steering. These improvements
for the controller condition likely contributed to reducing
the previously-observed huge benefits of leaning-based over
controller interfaces [21], [23], [29], and our participants
now preferred controller as much as leaning in most of
the conditions. As we mentioned in section 3, pointing-
based steering allows users to make small turns with their
hand and/or partial body turn, which might have made it
more intuitive and easy. Pointing-based steering also added
some minimal embodiment, in that users would point in the
direction they want to move with their hand holding the
controller. As previously mentioned, there was an added
disadvantage of shooting off in the direction of leaning
with leaning-based interface. Participants mentioned that it
made them conscious not to lose control of the interface and
made it harder for them to concentrate on the task. Further,
the disadvantages of leaning-based interfaces with sitting
posture and tensed muscles from previous designs were
still there. Thus, comparatively, the controller was more
preferred than observed in previous studies [21], [23], [29].

In conclusion, the interfaces were comparable in user ex-
perience with no significant difference in their overall rating.
However, even with similar user experiences in most cases,
the behavioural spatial orientating/updating data indicates
that leaning-based interfaces still have performance advan-
tages over controller-based interfaces. Further, participants
expressed that leaning-based interfaces are more immersive
and engaging than controller-based interfaces in the post-
experiment interview.

Interestingly, we observed a considerable performance
improvement between the first and second pointing. Sev-
eral factors could have affected the performance in two
phases. First, participants might have somehow used their
knowledge from the previous task, even though they were
never provided with any performance feedback that they
could have used to improve their pointings. Even though
previous studies have found a difference in response time
between first pointing and subsequent pointing from the
same location even in the same phase [52], we could not find
any literature comparing the performance between different
phases with no additional information. Second, for the first



IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, MANUSCRIPT ID TVCG-2021-XX-XXXX 15

pointing, participants pointed rapidly to a given target
without changing their physical orientation, sometimes hav-
ing to point backwards. Moreover, once the controller was
stable, a ”pointing” was recorded and they could no longer
change their mind. During the second phase, participants
could physically rotate to face the target direction and had
additional time to adjust their pointing direction during
the distance estimation task. Finally, the distance judgment
task might have triggered additional or different spatial
cognition processes, including deliberately thinking more
about the length of each part of the path, the route, or the
overall spatial configuration. Future research is needed to
pinpoint how these different factors might have affected
their spatial cognition processes and pointing responses. It
is noteworthy, however, that even in a naturalistic scene
that provides ample landmarks and spatial orientation cues,
traveling with an interface that provides more embodied
translation cues can provide not only a benefit directly after
stopping, but even more so after having more time to reflect
and also judge distances to the different targets.

RQ3: Does adding iterative jumps (‘HyperJump’)
to continuous locomotion methods affect leaning- vs.
controller-based locomotion interfaces differently?

The cybersickness result most prominently shows that
there is a clear difference in how HyperJump affects the two
different interfaces. It also helps explain other differences in
user experience ratings.

For the controller, there was virtually no effect of Hy-
perJump on cybersickness. The experiment was deliberately
designed to limit cybersickness and thus reduce carry-over
effects and confounds. We limited overall travel time and
speed not to cause any discomfort. As such, overall cy-
bersickness was very low, with an average SSQ score of
7.04 for the controller, which is 3.14% of the scale. Due to
this floor effect, we cannot draw any reliable conclusions
about how HyperJump might have affected cybersickness in
situations where overall sickness is higher, e.g., for faster or
longer periods of travel. We are currently planning studies
to investigate this.

However, the HyperJump seems to have increased cy-
bersickness with the leaning-based interface. The post-trial
interviews gave some insight into this. Participants prob-
ably had challenges interpreting those abrupt jumps in an
otherwise more immersive and naturalistic experience. They
reported the sensation as a kind of “tripping” as it might
have been the closest comparable experience in real life.
This finding bolsters previous observations that leaning-
based interface can provide a more immersive and realistic
experience than handheld controllers [21], [23], [27], [29].
Meanwhile, this also means that we need to find a better
metaphor to help people understand and make sense of the
jumps and provide relevant visual, auditory, and/or haptic
cues to help them interpret and anticipate them.

Though we did not explicitly ask if HyperJump im-
pacted immersion or presence in our open-ended interview
questions, the user ratings in the post-experiment question-
naire indicate changes in immersion and presence due to
HyperJump with the leaning-based interface. Given that
participants were not negatively affected by the Hyper-
Jump in our controller condition and that iterative jumps
reduced cybersickness in previous studies [16], we believe a

better metaphor supported by audiovisual and haptic cues
will help to improve the user experience and performance
with HyperJump, and potentially also reduce cybersickness.
When we incorporated audio cues and blended the future
and current location during the jump for a SIGGRAPH
installation of HyperJumping in a large city model of virtual
Vancouver, the initial pilot study showed that participants
could spend extended periods of time moving across the
environment even at a speed faster than what was used for
this study [59]. This does not, however, rule out potential
impacts of HyperJump on immersion and presence, and
future studies are needed to explicitly investigate this, es-
pecially with more embodied interfaces.

Participants generally preferred the controller condition
without HyperJump, which is also the only condition that
most were familiar with (more than half of the participants
had used HMD with a controller before). The current task
failed to show any benefits of using HyperJump except for
shortening travel time. Some users were frustrated by the
novel interface, which did not add any perceived value to
their experience – which might be related to cybersickness
being extremely low for our study. This highlights the chal-
lenge of creating novel locomotion paradigms that do not
tap into participants’ prior experience and the importance
of iteratively refining interfaces across multiple studies.
As previously mentioned, we expect to see advantages of
HyperJump in situations where cybersickness is more of an
issue, e.g., when it is being used to travel for long distances
or with higher speeds. However, this experiment was delib-
erately conducted in a naturalistic inner city environment
using typical inner city speed limits (10 m/s) so that all
users could complete continuous locomotion without major
cybersickness issues, and we could have a fair comparison
between the interfaces without the confound of different
task difficulty or cybersickness. Nonetheless, the overall
experience and usability data give us helpful insight to
improve our design before we test it for larger environments
and more prolonged travel.

7 CONCLUSION

We present a first study that evaluates users’ spatial aware-
ness when adding teleportation to continuous methods of
travel in a complex spatial orientation/updating task. Our
findings indicate that HyperJump allowed users to travel
faster but did not negatively affect a user’s spatial orien-
tation/updating capabilities compared to their respective
continuous interfaces. It is impossible to prove through
null hypothesis testing that the jumps do not affect spatial
orientation. Still, the effect size suggests a negligible differ-
ence when HyperJump is introduced to the interface. Our
findings corroborate previous study findings that adding
optic flow to teleportation improves a user’s spatial aware-
ness and extends it to a more ecologically valid task and
environment.

Previous works have shown improved spatial orien-
tation when using leaning-based interfaces compared to
controller-based interfaces [19], [20], our experiment is the
first to show a significant difference between the interfaces
with a spatial updating pointing task in a realistic environ-
ment. Our study also shows that even adding some level
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of embodiment in controller-based interfaces, through hand
motions (pointing) and physical rotation, is still insufficient
to support spatial updating like leaning-based interfaces.

Given that HyperJump does not compromise user’s spa-
tial updating, helps them travel faster, and that discrete
movements when interlaced with continuous motion are
known to reduce cybersickness [16], it encourages us to
improve further and evaluate the interface in much larger
virtual environments that require high speeds, where cyber-
sickness will become increasingly critical and thus teleport-
ing will become more important.
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