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ABSTRACT

Despite recent technological advances, convincing self-motion sim-
ulation in Virtual Reality (VR) is difficult to achieve, and users of-
ten suffer from motion sickness and/or disorientation in the simu-
lated world. Instead of trying to simulate self-motions with physical
realism (as is often done for, e.g., driving or flight simulators), we
propose in this paper a perceptually oriented approach towards self-
motion simulation. Following this paradigm, we performed a series
of psychophysical experiments to determine essential visual, audi-
tory, and vestibular/tactile parameters for an effective and percep-
tually convincing self-motion simulation. These studies are a first
step towards our overall goal of achieving lean and elegant self-
motion simulation in Virtual Reality (VR) without physically mov-
ing the observer. In a series of psychophysical experiments about
the self-motion illusion (circular vection), we found that (i) vection
as well as presence in the simulated environment is increased by
a consistent, naturalistic visual scene when compared to a sliced,
inconsistent version of the identical scene, (ii) barely noticeable
marks on the projection screen can increase vection as well as pres-
ence in an unobtrusive manner, (iii) physical vibrations of the ob-
server’s seat can enhance the vection illusion, and (iv) spatialized
3D audio cues embedded in the simulated environment increase the
sensation of self-motion and presence. We conclude that provid-
ing consistent cues about self-motion to multiple sensory modali-
ties can enhance vection, even if physical motion cues are absent.
These results yield important implications for the design of lean and
elegant self-motion simulators.
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1 INTRODUCTION

Over the last decades, Virtual Reality (VR) technology has been
used increasingly in research as well as industrial and consumer
market applications. One area that has received more and more in-
terest is self-motion simulation, often with a specific focus such as
driving, flying, or architecture walkthroughs. Low-end self-motion
simulators consist mainly of a monitor and sometimes simple stereo
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sound renderings. These motion simulations, however, generally
lack convincingness and users get lost in the virtual environment
rather easily. Typical high-end self-motion simulation setups gen-
erally include a more immersive visualization device (e.g., projec-
tion screen or head-mounted display) that is used in combination
with a motion platform that can physically move the observer in
up to six degrees of freedom. Such motion platforms are, how-
ever, typically rather large, expensive, and require a high degree of
technical expertise and support. Despite the extensive effort associ-
ated with motion simulators, users are still easily disoriented in the
simulated environment and often confronted with side-effects like
motion sickness.

Hence, something essential seems to be missing in those tradi-
tional approaches. In this paper, we will highlight some recent re-
sults that followed a different approach: Instead of focusing on dis-
playing motion cues with physical realism (as is often being done
for, e.g., high-end driving or flight simulators), we were concerned
with the perceptual convincingness and effectiveness of a motion
simulation. That is, by performing psychophysical experiments that
investigate the individual contributions and interactions of different
cues and sensory modalities, we hope to eventually be able to devise
an alternative approach to self-motion simulation. Ultimately, we
aim to achieve lean and elegant, and above all, effective and con-
vincing self-motion simulation, ideally without even moving the
observer physically. This goal is being tackled within an ongoing
EU project on Perceptually Oriented Ego-Motion Simulation (“PO-
EMS”, IST-2001-39223, see www.poems-project.info). The main
idea of the POEMS project is to provide users only with the essen-
tial cues about self-motion, relying heavily on multi-modal presen-
tation. To achieve this, we need to define the perceptually relevant
rendering parameters for effective self-motion simulation as well
as enhanced spatial presence! in the simulated environment. Our
long-term aim is to enable developers and designers of VR systems
to optimize their simulations both technically and perceptually, thus
allowing for lean, elegant, and low-cost VR simulations with a high
sense of spatial presence and effective self-motion simulation. This
is a prerequisite for the usability of VR for, e.g., training purposes.

In this paper, we will provide an overview of some of the first
findings of the POEMS project. Based on a recent theoretical
framework for spatial orientation processes [16], we followed the
proposition that convincing self-motion perception as well as suffi-
cient spatial presence are essential, necessary prerequisites for ro-
bust and effortless spatial orientation in VR. Accordingly, these first
experiments were mainly concerned with the subjective convinc-
ingness and effectiveness of illusory self-motions as well as on spa-
tial presence in VR. Most people know the phenomenon of illusory
self-motion (“vection”) from real-world experience: When sitting
in a stationary train, one can have the convincing impression that
one has begun moving even though it was in fact the train on the ad-
jacent track that just started to move. Here, we report a selection of
four psychophysical experiments that investigated relevant stimulus
parameters for the visual, tactile, and auditory modality that influ-
ence the perception of illusory self-motion (vection) in a VR setup.

"We follow here Witmer & Singer’s definition of presence as “the sub-
jective experience of being there in one place or environment, even when
one is physically situated in another” [21].
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Figure 1: Top: 360° roundshot photograph of the Tiibingen market place, which was wrapped onto a cylinder to provide an undistorted view
of the scene for the simulated viewpoint centered in the cylinder. Bottom: Participants were seated at a distance of about 1.8m from a curved
projection screen displaying either a consistent view of the market place (middle) or a sliced version of the same scene (right).

These vection experiments are the basis for later experiments, that
will investigate if the previously found self-motion simulation pa-
rameters also allow for robust, natural, and effortless spatial orien-
tation in the simulated world - an issue that is still largely unsolved.
As rotations seem to be harder to simulate and to spatially update
than translations (e.g., [9]), only upright rotations were investigated
in the current study as a first step. Further research is planned to
investigate how these results compare to translations and combined
rotations and translations.

When stationary observers are exposed to a large moving visual
stimulus, they can experience a compelling illusion of self-motion:
At first, they will “correctly” perceive the motion of the visual stim-
ulus (object motion). After a few seconds, however, this perception
typically shifts towards oneself being moved and the moving vi-
sual stimulus appearing earth-stationary. This self-motion illusion
is referred to as vection, and has been studied extensively for more
than a century. A good overview is provided in [2, 6]. Vection
has typically been studied using a rotating optokinetic drum that is
painted with simple geometrical patterns like black and white verti-
cal stripes. Typically, the onset latency until the observer perceives
vection is measured, as well as the duration and speed of illusory
self-motion. The prevailing explanation for visually induced illu-
sory self-motion perception (vection) is that the illusion arises from
bottom-up perceptual processes. Therefore, past research has fo-
cused primarily on examining how low-level physical parameters
of the visual stimulus (contrast, spatial frequency distribution, ve-
locity etc.) affect vection.

In this paper, we would like to focus instead on top-down in-
fluences and parameters that are more closely related to VR ap-
plications, issues that have to a large degree been neglected pre-
viously. Questions addressed include the relation between vection
and presence in the simulated environment, and the effect of provid-
ing consistent multi-sensory cues about self-motion. For the sake
of simplicity and space limitations, we would like to focus on just
one key issue from each of the four experiments, even though the
experiments include more conditions.

The first experiment is concerned with the influence of scene
consistency and the notion of “presence” in the simulated scene on
the visually induced self-motion illusion (section 2). The second
experiment investigated whether subtle modifications of the projec-
tion screen used to present the moving stimulus can enhance the
self-motion illusion (section 3). This experiment has already been
described in more detail in [15]. The third and forth experiment
examined the influence of multi-modal stimulus presentation using
additional vibrations (experiment 3, section 4) and 3D auditory cues
(experiment 4, section 5).

2 EXPERIMENT 1: INFLUENCE OF TOP-DOWN FACTORS
(SCENE CONSISTENCY AND PRESENCE) ON VECTION

To address the influence of top-down (i.e., cognitive) process on
visually-induced ego-motion perception, global scene consistency?,
and thereby spatial presence in the simulated scene, was manip-
ulated in the first experiment by presenting either a photorealistic
image of the Tiibingen market place or a sliced (inconsistent) ver-
sion of the same stimulus (see Fig. 1). Global scene consistency
was expected to increase the believability of visual stimuli (top-
down effect), as it allows for locomotion and spatial presence in
the simulated scene. Conversely, scene slicing reduces the global
scene consistency in the sense that individual objects are still easily
recognizable, but their spatial arrangement is nonsensical and in-
consistent with the real world, which is in turn expected to decrease
spatial presence. Note, however, that the physical stimulus prop-
erties (bottom-up factors) are hardly altered in the sliced condition.
That is, any consistent effect of scene slicing on vection should con-
sequently be attributed to top-down effects, and might be mediated
by spatial presence.

2Global “scene consistency” refers here the coherence of a scene layout
that is consistent with our natural environment, where, e.g., houses are not
floating in mid-air, and a market place consists of houses not jumbled-up or
upside-down, but arranged meaningfully around an open place.



2.1 Methods

Twelve naive participants took part in this experiment and were
paid at standard rates. All participants had stereo vision and nor-
mal or corrected-to-normal vision. For all of the experiments re-
ported in this paper, participants were comfortably seated at a dis-
tance of 1.8m from a curved projection screen (1400 x 1050 pixel
resolution) on which the rotating visual stimulus was displayed (see
Fig. 1, bottom). The visual stimulus consisted either of a photore-
alistic view of the Tiibingen market place that was generated by
wrapping a 360° roundshot of 4096 x 1024 pixel around a virtual
cylinder, or of a sliced version thereof that was generated by slicing
the image horizontally and reassembling it in an inconsistent man-
ner (see Fig. 1). The simulated FOV matched the physical FOV of
54° x 40.5°. Circular vection was induced by rotating the stimulus
around the earth-vertical axis. Visibility of the surrounding room
was prevented using black curtains and switching off the room light.
To mask spatial auditory cues, the sound of several layers of flow-
ing water was played through active noise-canceling headphones
that participants wore throughout the experiment. Responses were
collected using a joystick that was mounted in front of the partici-
pants at a comfortable distance.

Participants started each trial by pressing a button on the joystick,
at which time the static image smoothly started rotating clockwise
or counterclockwise (alternating across trials) around the earth-
vertical axis. After a 3s acceleration phase, the stimulus kept ro-
tating with a constant velocity (40°/s) for up to 60s, followed by a
6s deceleration phase. Participants were instructed to indicate the
onset of their perceived self-motion by pulling the joystick in the
direction of perceived self-motion.

Four dependent measures were used to quantify vection: The
time interval between the onset of stimulus rotation and the first de-
flection of the joystick indicated the vection onset time and was
the primary dependent measure. Participants were also asked to
deflect the joystick more the stronger the perceived self-motion
intensity became. This continuous recording allowed us to mea-
sure the maximum vection intensity (joystick deflection) as well
as the time between vection onset and maximum vection (“vection
buildup time”) reported by the participant in each trial. Thus, vec-
tion facilitation could be quantified as a reduction of vection onset
time and the time between vection onset and maximum vection,
and/or an increase in reported vection intensity. The rotation of the
stimulus stopped automatically once maximum joystick deflection
(vection intensity) was sustained for 10s (otherwise it lasted for up
to 60s) to reduce the potential occurrence of motion sickness. Fi-
nally, at the end of each trial participants were asked to provide
a “convincingness rating” of perceived self-motion by moving a
lever next to the joystick to select one of the 11 possible values of a
0-100% rating scale. The value of 0% corresponded to no perceived
motion at all (i.e., perception of a rotating visual stimulus and a sta-
tionary self) and that of 100% to a very convincing sense of vection
(i.e., perception of a earth-stationary stimulus and a rotating self).

Overall, between-subject differences in vection responses were
removed using the following normalization procedure: Each data
point per participant was divided by the ratio between the mean
performance of that participant across all conditions and the mean
of all participants across all conditions. In addition to the vection
measures, spatial presence was assessed after the experiment us-
ing a standard presence questionnaire by Schubert, Friedmann, &
Regenbrecht [18].

A repeated-measures, within-subject design was used with ran-
domized presentation order of the intact and sliced stimulus, and
two repetitions per condition. Furthermore, the turning direc-
tion (left/right) was alternated to reduce adaptation and motion-
aftereffects. Participants were always instructed to watch the stim-
uli in a natural and relaxed manner. Furthermore, they were told to
neither stare through the screen nor to fixate on any position on the

screen (in order not to suppress the optokinetic reflex). Instead, they
were instructed to concentrate on the central part of the projection
screen.

2.2 Results

The behavioral data for the four dependent variables are summa-
rized in Figure 2. As predicted, global scene consistency improved
vection consistently: For the unsliced stimulus, both vection on-
set time and the time between vection onset an maximum vection
(“vection buildup time”) were reduced. Furthermore, rated vection
intensity and convincingness of the self-motion were significantly
increased. A comparable benefit for the consistent scene was found
for the presence ratings (Fig. 3). The overall presence sum score as
well as three of the four subscales showed a significant increase in
reported presence for the intact (consistent) stimulus, as compared
to the sliced (inconsistent) stimulus.
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Figure 2: Mean performance for experiment 1, averaged over the
12 participants. Boxes and whiskers depict one standard error of the
mean and one standard deviation, respectively. The results of paired,
two-tailed t-test are indicated in the top inset. Note the consistent
vection-facilitating effect of global scene consistency (left bars).

2.3 Discussion

Since the scene slicing left the physical stimulus properties and im-
age statistics mostly unchanged, we believe that the considerable
vection-degrading effect of the slicing cannot be fully explained by
low-level bottom-up influences. Instead, we posit that top-down
factors mediated the effect. Such factors might include presence in
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Figure 3: Mean presence ratings and subscales for the globally con-
sistent scene (darker bars) and inconsistent (sliced) scene (lighter
bars). The mean sum score over all 14 items (left pair of bars) is split
up into four subscales: involvement/attention, realism, space, and
being there. The statistical comparison of the two conditions using
paired, two-tailed t-test are displayed above each pair of bars. Note
the overall higher presence ratings for the globally consistent scene.

the simulated scene, globally consistent depth cues, and/or the im-
plied possibility of traveling the scene. According to the “presence
hypothesis” put forth by Prothero and colleagues [14], “the sense of
presence in the environment reflects the degree to which that envi-
ronment influences the selected rest frame.” As the intact, natural-
istic market scene yielded higher presence, one could hypothesize
that it might accordingly more readily be accepted as a stable, pri-
mary rest frame with respect to which motions are being judged.
This, in turn, might be able to explain the vection-enhancing effect
of presenting a consistent, naturalistic scene.

Even though we cannot pinpoint the exact nature of these top-
down influences, and there are always alternative explanations con-
ceivable, this experiment supports the hypothesis that top-down or
cognitive influences do play a considerable role in self-motion per-
ception and should in the future be taken more into consideration
both in fundamental research (where they have mostly been ne-
glected) and in motion simulation applications.

3 EXPERIMENT 2: SUBTLE FACILITATION OF VECTION
THROUGH MINOR MODIFICATIONS OF THE PROJECTION
SCREEN

Vection is known to be facilitated by both static fixation points [1, 4]
and foreground stimuli that are perceived to be stationary in front
of a moving background stimulus [7, 13], whereas stationary ob-
jects behind the moving objects impair vection [8]. Fixating on a
static foreground stimulus while moving, however, is rather unnat-
ural and cumbersome. When driving a real or simulated vehicle,
it might even be dangerous to pay attention to, for example, some
dirt on the windshield (acting as a fixation point) instead of the path
you want to follow. Here, we will present preliminary observations
that subtle scratches in the periphery of the projection screen can
have similar vection-facilitating effects, even under relaxed view-
ing conditions and without fixating or suppressing the optokinetic
reflex. This could be exploited in driving or flight simulators by
including for example subtle spots or dirt on the (real or simulated)
windshield.

3.1 Methods

Methods are comparable to the first experiment, apart from the dif-
ferences described below. Twenty-two naive participants were ran-
domly assigned to one of two groups: Twelve participants were
presented with the unmarked screen (just as in experiment 1), and
ten participants were presented with the marked screen. For the
latter condition, a different projection screen of identical size was
used that contained subtle scratches in the periphery of the projec-
tion screen (see Fig. 4). Marks were located at the upper left part
of the screen, and they were unobtrusive to the extent that, in fact,
only one of the participants was able to report having noticed them
in a post-experimental interview. Apart from these marks, size, ma-
terial, and reflection properties of the two screens were identical.
Hence, any difference in results between the two screens should be
attributed to the minor scratches on the screen. Due to the between-
subject experimental design, between-subject (unpaired) two-tailed
t-tests were used (cf. Fig. 5 and 6).

Figure 4: Top left: View of the projection screen displaying the
market scene. The marks are located at the upper-left part of the
screen, as illustrated by the close-ups to the right and below. Bot-
tom: Close-up of the same region as above (right), but illuminated
with plain white light to illustrate the marks. Left: The original photo-
graph demonstrating the unobtrusive nature of the marks (diagonal
scratches). Right: Contrast-enhanced version of the same image to
illustrate the marks.

3.2 Results

Figure 5 reveals a considerable and highly significant vection-
enhancing influence of the marks on the screen for all four depen-
dent measures. Vection onset time and vection buildup time were
reduced by more than a factor of two, and vection intensity and
convincingness ratings were close to ceiling level. Furthermore,
the marks on the screen considerably increased presence ratings as
well (Fig. 6). This was found for both the overall presence sum
score and all four subscales.

3.3 Discussion

This experiment demonstrated that simply adding marks in the pe-
riphery of the projection screen can reliably induce convincing self-
motion illusions with quick vection onset in a non-obtrusive way,
without any explicit fixation and under natural, relaxed viewing
conditions. The magnitude of the effect is rather striking and com-
parable to results obtained by a fixation point in traditional studies
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using full-field stimulation in an optokinetic drum: Becker et al. [1]
found for example a reduction of vection onset latencies from 30s
without fixation to 10s with fixation at a rotational velocity of 30°/s.
Further experiments with more carefully controlled parameters are

needed, however, to corroborate the preliminary observations of the
present study.

A related study by Lowther and Ware [12] demonstrated a con-
sistent vection-facilitating effect when a 5 x 5 grid was overlayed
on a large flat projection screen that was used to present the mov-
ing stimuli. Note that the grid in that study was clearly visible to
the participants and extended over the whole screen. In the current
study, however, the experimental manipulation was much more sub-
tle. In fact, only one of the participants in the post-experimental
interview was able to report the imperfections of the projection
screen. Nevertheless, the hardly visible marks facilitated vection
consistently in all dependent variables, and the effect size was even
stronger than for Lowther and Ware’s clearly visible grid that ex-
tended over the whole screen [12].

The additional presence-enhancing effect of the scratches on the
screen was rather unexpected. It is not clear why scratches on the
screen should directly increase presence or involvement in the sim-
ulation. In fact, one might expect a presence decline due to the
degradation of the simulation fidelity due to the scratches. Never-
theless, the additional marks on the screen did significantly increase
presence and even involvement. We posit that this effect might be
attributed to the dynamical component of the visual stimulus, in the
sense that the increase in the self-motion illusion might have caused
or mediated the increase in presence and involvement.

In many motion simulation applications, convincing self-motion
is desired without restricting user’s eye or head movements unnatu-
rally. As this experiment suggests, adding for example dirt or stains
on the (real or simulated) windshield of a motion simulator should
reliably increase the convincingness and strength of the self-motion
illusion without imposing unnatural constraints on users’ behavior.
The effect should be even stronger when stereoscopic depth cues
separate the windshield from the background [12, 7, 13]. The un-
derlying factors are, however, not fully understood yet. We can
only speculate that the additional marks on the screen might have
provided some kind of stable reference frame with respect to which
the moving stimulus is being judged.

4 EXPERIMENT 3: MULTI-SENSORY CUE INTEGRATION
- CAN VIBRATIONS ENHANCE THE VISUALLY INDUCED
SELF-MOTION ILLUSION?

The above two studies demonstrated that the visually induced per-
ception of illusory self-motion (vection) can be reliably enhanced
by both top-down factors and visual display parameters. Experi-
ments 3 and 4 investigated whether non-visual modalities like vi-
brations and audition, respectively, can also contribute to the illu-
sion. Vibrations might enhance vection by two different mecha-
nisms: On the one hand, they might affect the weighting between
the visual and vestibular/proprioceptive modality, since adding vi-
brational noise renders the vestibular/proprioceptive system less re-
liable [3]. This, in turn, should decrease the visuo-vestibular cue
conflict and thereby facilitate the visually-induced self-motion illu-
sion. On the other hand, vibrations might make the visually simu-
lated motion appear more realistic or convincing - as most physical
motions are not perfectly smooth but accompanied by some kind of
vibration. This experiment was not designed to distinguish between
these two different mechanisms, but to investigate whether there is
any affect at all of simply adding vibrations to the participant’s seat
and foot plate. Even though vibrations are commonly used in many
motion simulation applications such as fun-rides in theme parks,
we were not aware of any published research on this issue.

4.1 Methods

A repeated-measures, within-subject design with 24 participants
was used in the current study. Turning direction was alternated, and
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the order of the trials with and without additional vibrations was
randomized. In half of the trials, low-frequency broad-band vibra-
tions were applied to the participants’ seat and floor plate during the
visual motion phase using special force transducers (shakers). Vi-
bration frequencies ranged from 15-90Hz, and vibration amplitude
was set to a clearly perceivable level. Maximum visual stimulus
velocity was set to 30°/s, acceleration/deceleration time was 12s,
and each condition was repeated four times. Apart from this, the
methods and experimental procedures were comparable to the first
experiment.

4.2 Results and discussion

Figure 7 shows a small but significant contribution of the added vi-
brations: Vection onset times and vection buildup times were signif-
icantly reduced and convincingness ratings significantly increased.
Hence, we conclude that adding vibrations did facilitate vection,
even though just simple (on/off) vibrations were used that had no re-
lation whatsoever to movement velocity or direction. The observed
effect indicates multi-sensory interactions in the illusory perception
of self-motion, which has important implications for both the the-
ory of self-motion perception and for motion simulator design.
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Figure 7: Mean performance for experiment 3, averaged over the 24
participants. Note that vibrations significantly reduced vection on-
set and buildup times and increased convincingness ratings, even
though the effect size was rather small.

Post-experimental interviews revealed that even the simple vi-
brations used rendered the motion more realistic. Most participants
reported that they had imagined themselves being on the simulated
market scene, and that the vibrations supported the interpretation
of moving in some vehicle or turntable in that scene. Without the

vibrations, this interpretation was not supported. This suggests that
cognitive (top-down) factors might have contributed to the vection-
enhancing effect of vibrations.

Interestingly, three participants reported that the vibrations did
not match the velocity profile of the visual motion. They would
have expected vibration strength and/or frequency to increase with
visual stimulus velocity. For these three participants, vibrations ac-
tually decreased vection, and they reported that the conflict made
the self-motion illusion less realistic and convincing. Taken to-
gether, this suggests that more refined and meaningful vibrations
that better match the motion and motion metaphor (e.g., riding a
car) might enhance vection even more. This will be investigated in
future experiments, and could have important implications for all
motion simulation where a convincing self-motion sensation and
good spatial orientation are required (like, e.g., architecture walk-
throughs).

5 EXPERIMENT 4: MULTI-SENSORY CUE INTEGRATION -
CAN AUDITORY CUES ENHANCE VECTION?

It is known that some people can get the illusion of self-motion
just from a rotating sound field while being blindfolded. This was
demonstrated as early as 1977 by Lackner [10] who used an array
of speakers. Recently, this auditory self-motion illusion has been
replicated by the POEMS project with headphone-based 3D sound
rendering using a generic head-related transfer function (HRTF)
[11]. In the latter study, a realistically rendered 3D sound envi-
ronment was found to increase auditory presence and vection. Fur-
thermore, multiple sound sources induced significantly more self-
motion responses than a single sound source. The type of sound
source was also found to affect auditory vection: Sound sources
that are normally stationary (like church bells or a fountain noise)
were found to be more instrumental in inducing auditory vection
than sound sources that are normally moving (like footsteps or the
sound of a driving bus). However, compared to the visually induced
self-motion illusion, which is quite strong and convincing, the au-
ditorily induced illusion is much less compelling, and only about
25-50% of the participants perceive any illusory self-motion at all.
Hence, auditory cues alone are clearly insufficient for reliably en-
abling a convincing self-motion simulation in VR.

In this final experiment, we tested whether additional spatial au-
ditory cues can nevertheless be utilized to enhance the visually-
induced self-motion illusion. To test this, we compared a simple
mono sound rendering of a landmark in the scene (the sound of the
fountain on the market place scene) with a proper 3D acoustic ren-
dering of the correct location of the fountain using a generic head-
related transfer function (HRTF) and a Lake DSP system (Huron
engine). In the 3D acoustic rendering (“spatialized”) condition, the
spatial content of the auditory simulation might enhance vection by
providing consistent additional information about the spatial loca-
tion of acoustic landmark. Note that the fountain was always au-
dible (as we have omni-directional hearing), even when the visual
counterpart was outside of the current field of view. Furthermore,
the simulation might appear more realistic in the spatialized condi-
tion, as the acoustic landmark should appear properly externalized
and spatialized. This might also increase overall believability and
presence in the simulated scene, independent of the spatial content
of the auditory cues.

5.1 Methods

A repeated-measures, within-subject design with 19 participants
was used in the current study, with alternating left/right turns and
randomized trials with mono or 3D spatialized auditory cues (50%
each). Maximum stimulus velocity was set to 30°/s, and each con-
dition was repeated six times. Apart from this, the experimental



procedures were comparable to the first experiment.

5.2 Results and discussion

Figure 8 demonstrates a small but consistent vection-facilitating ef-
fect of the 3D sound spatialization. The strongest effect was ob-
served for the convincingness ratings, the other dependent variables
show only a small effect size, albeit in the correct direction. Pres-
ence ratings showed a similarly small, but consistent advantage for
the spatialized sound (Fig. 9). This effect reached significance for
the overall presence sum score.
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Figure 8: Mean performance for experiment 4, averaged over the 19
participants. Note the small but consistent vection-facilitating effect
of the proper 3D auditory rendering of the fountain sound (right bars)
as compared to simple mono display (left bars).

We conclude that adding 3D sound to self-motion simulations
increases overall presence, but also affects the perception of self-
motion itself - even though this effect might, in fact, be mediated be
the increased presence. As the study by Larsson et al. [11] suggests,
the benefit from additional 3D auditory cues should be stronger if
multiple sound sources are used and acoustic reflections in the 3D
environment are rendered properly.

Even though participants in a post-experimental interview rated
the simulation as much more convincing with the added 3D sound,
the effect on the self-motion illusion was rather small. This might
reflect a ceiling effect, as visually induced vection was already quite
strong without the 3D sound. We might expect a stronger influence
of auditory cues if the auditory and visual vection-inducing poten-
tial were equated in terms of effect strength. This could, for exam-
ple, be achieved by degrading the visual stimulus or reducing the vi-
sual field of view. Thus, low-cost motion simulators without a large
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Figure 9: Mean presence ratings and sub-scales for the mono pre-
sentation (lighter bars) and 3D sound rendering (darker bars). Even
though the effect size was small, the presence ratings were consis-
tently higher for the 3D sound rendering.

field of view in particular might benefit from the addition of spa-
tialized sound. Adding 3D sound to an application is furthermore
known to increase the overall presence in the simulation [5] and has
the advantage of extending the perceivable virtual space beyond the
limits of the visual field of view of the setup. As this study and
the study by Larsson et al. [11] demonstrated, a headphone-based
auralization can reliably be used to improve self-motion perception
and presence in VR. This has many practical advantages, especially
for applications where speaker arrays are unsuitable or where exter-
nal noise must be excluded.

6 SUMMARY AND CONCLUSIONS

Compared to the traditional approach in circular vection studies that
uses rotating optokinetic drums, the present study demonstrates that
vection can indeed be reliably induced and studied using a virtual
reality setup, even when only a relatively small field of view is used
(54° x 40.5°). The experiments presented here yielded mean vec-
tion onset times around 10s, which compares well with traditional
vection research using optokinetic drums (where onset latencies
typically range from 2s to 10s for circular vection [2]). Note, how-
ever, that in these classic studies, full-field stimulation of the entire
visual field was provided to the participants, compared to the rela-
tively limited field of view of 54° x 40.5° in our study. This high-
lights the power of using naturalistic scenes in VR for obtaining
vection, compared to more classical approaches such as present-
ing abstract geometric patterns in optokinetic drums. In line with
this argument, Steen & Brockhoff [20] achieved saturated vection
after only 3s using a high-fidelity flight simulator with a FOV of
142° x 110°.

Several factors were found to increase both the self-motion illu-
sion and presence: Experiment 1 demonstrated the benefits of dis-
playing a consistent, naturalistic scene. This suggests that there
are at least some relevant cognitive (top-down) contributions to
self-motion perception, a line of inquiry that has traditionally been
largely neglected. Especially the interpretation and meaning associ-
ated with particular stimuli seem to consistently affect self-motion
perception and presence and should receive more attention. Exper-
iment 2 provides some initial evidence that subtle modifications in
the visualization setup can have a tremendous effect on the sim-
ulation, even when they are not explicitly noticed by most of the
participants. The minor marks on the screen improved the simu-
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lation not only in terms of effectiveness of the self-motion simula-
tion, but also in terms of overall presence, involvement, and realism.
This highlights the importance of a careful design and experimen-
tal evaluation of VR setups with respect to their respective design
goals. The last two experiments were concerned with multi-modal
interactions, and showed a reliable, albeit small, benefit for adding
consistent multi-sensory information, both in terms of vibrations
(experiment 3) and 3D sound (experiment 4). It should be noted
that multi-sensory effects on the vection illusion have hardly been
studied, as Hettinger [6] points out in his comprehensive overview
on the self-motion illusion in VR (p.487). Our study provides thus
some initial investigations into this field which is highly relevant
for VR-based motion simulations.

Even though the experimental manipulations allowed for mean
vection onset times below 10s, most participants did not sense any
self-movement until almost one revolution of the virtual scene.
For VR applications like navigating virtual environments, how-
ever, convincing self-motion simulation over much smaller turning
ranges is required, demanding vection onset times close to zero.
We are currently investigating two approaches to tackle this chal-
lenge of immediate self-motion perception in VR without physi-
cally moving the observer much: On the one hand, we will refine
the simulation to yield a better cross-modal consistency and believ-
ability for visual, auditory, and vibrational cues. Ultimately, we aim
at embedding such a multi-modal simulation in a consistent motion
metaphor, according to the desired application. In a flight or driving
simulator, this could, for example, be done by including subtle sta-
tionary foreground cues like dirt or stains on a windshield, and care-
fully designing vibrations and spatialized sound to match the visual
motion as well as the current state of the engine. Furthermore, an
acoustic simulation of the 3D environment including reflections and
reverberations might be beneficial [11]. On the other hand, we are
experimenting with small physical jerks to specify motion onsets,
similar to the much larger physical motions that were successfully
employed by Wong & Frost [22] to reduce vection onset times.

In this paper, we presented a few initial results of the POEMS
project suggesting that a perceptually oriented approach to self-
motion simulation that includes carefully designed psychophysical
experiments can indeed be quite valuable both in terms of designing
and improving self-motion simulations and understanding the un-
derlying relevant factors. We are, of course, aware of the potential
problems involved in using introspective and questionnaire-based
measures (see, e.g., [19]). To address this issue, the results from
this study will be compared with behavioral measures of spatial up-
dating and spatial orientation performance in future experiments.
This will allow us to determine not only whether a self-motion sim-
ulation is subjectively convincing, but also whether it enables robust
and effective spatial orientation in the virtual world. This issue is
still largely unsolved, but recent results are quite promising [17].

By combining behavioral measures with the already established
vection and presence measures, we hope to gradually be able to
come closer to our ultimate goal: To devise a truly lean and ele-
gant self-motion simulation paradigm through a better understand-
ing of the underlying factors and multi-modal interactions. Thus,
by further pursuing the perceptually oriented approach, we hope to
eventually be able to reduce overall simulation effort and costs by
focusing on the essential aspects both from a bottom-up and top-
down perspective.
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