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Abstract 
In many affective computing paradigms a user’s internal state is 
used as an implicit control signal in an interaction. In the work 
presented here, we are exploring the utilization of two measure-
ment techniques commonly used to assess a user’s affective state 
as an explicit control signal in a navigation task in a virtual envi-
ronment. Concretely, we are investigating the feasibility of com-
bining a real-time emotional biometric sensing system and a 
computer vision system for human emotional characterization and 
controlling a computer game. A user’s “happiness” and “sadness” 
levels are assessed by combining information from a camera-
based computer vision system and electromyogram (EMG) sig-
nals from the facial corrugator muscle. Using a purpose-designed 
3D flight simulation game, users control their simulated up-down 
motions using their facial expressions. To assess if combining 
visual and EMG data improves facial tracking performance, we 
conduct a user study where users are navigating through the 3D 
visual environment using the two control systems, trying to col-
lect as many tokens as possible. We compared two conditions: 
Computer vision system alone, and computer vision system in 
combination with the EMG signal. The results show that combin-
ing both signals significantly increases the users’ performance 
and reduces task difficulty. However, this performance increase is 
associated with a reduced usability due to the need to have EMG 
sensors on one’s forehead. We hope these results from our study 
can help in future game designs, aid the development of more 
immersive virtual environments, and offer for alternative input 
methods where traditional methods are insufficient or unfesasible. 
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 Introduction 
Emotion is one of the most important concepts in psychol-
ogy, human computer interaction and many other areas. 
Emotions can be modeled either by a dimensional ap-
proach where emotions are coordinates in a space or a 
classification approach that categorizes emotion in few 
descriptive words [1]. In general, emotion can be described 

by four components: behavioural reactions, expressive 
reactions, physiological reactions and subjective feelings 
[2]. Gokcay et al. [3] categorized the methods of measur-
ing emotions into psycho-physiological approaches such 
as: fMRI, EEG and EMG and qualitative approaches such 
as self-reporting, observations and non-verbal behaviours. 
Facial expressions are one of the most important ways of 
conveying emotion, and are controlled by facial muscles 
and skin movements. Facial expression can happen both 
voluntarily or involuntarily [7]. Hess et al. [4] investigated 
facial reactions to the emotional facial expressions of peo-
ple as either affective or cognitive. Erickson and Schulkin 
(2003) [5] described the relationship between perception 
and presentation of facial expressions as cognitive process-
es. Facial expression can be analyzed through image pro-
cessing and computer vision techniques [6]. Also, facial 
electromyography (fEMG) is another common approach to 
detect and measure the facial muscle activities. Of particu-
lar importance here the corrugator muscle that is associated 
with frowning, and the zygomaticus muscle that is associ-
ated with smiling [7]. These are commonly used to charac-
terize happiness and sadness emotions. For example, facial 
expression is used to test the audience responses to new 
products and computer games. In game design facial ex-
pression can indicate the emotional response of the game 
player to different features of a game and thus be used to 
provide valuable feedback in the game design process [8, 
9, 10, 11, 12]. In the current work, however, we use a dif-
ferent approach, in that we explore the usage of facial ex-
pressions as an input parameter. That is, participants ac-
tively control a 3D flight simulation through their facial 
expressions. Using facial expression in addition to tradi-
tional input methods such as keyboard, mouse, track pads 
or joysticks opens up new ways of interaction with a sys-
tem, especially in situations where hand-based input is 
unfeasible. Examples include situations were hands cannot 
be used because they are tied up with other tasks, or for 
users with disabilities or special needs who cannot easily 
use input devices such as keyboards or mouse. We do not 
intend to imply that facial expressions should be used to 
replace traditional input methods, but rather explored how 
they might augment them.  



After explaining the implementation of the prototype sys-
tem, this paper presents a feasibility study to evaluate the 
system, followed by a general discussion and outlook. 

Implementation of the Prototype 
The main design goal was to develop a novel user interface 
system for emotional interaction of the user in an immer-
sive 3D environment where users get direct feedback about 
the effectiveness of their control in a game-like setup. We 
achieved this goal by user’s facial expressions directly con-
trolling visual changes in the environment, namely the us-
er’s locomotion through the environment created in Unity 
3D. A 3D sky environment gives users the ability to have a 
feeling of flight in the sky and moving upwards if the user 
displays happy facial expressions and moving downwards 
if the user displays sad expressions, thus controlling one’s 
locomotion through a path defined by a series of hoops in 
the air. User’s happiness and sadness levels were extracted 
by combining information of a camera-based computer 
vision Fraunhofer Shore system [6] and facial EMG signal 
using a Bitalino kit with three electrodes placed on the us-
er’s head [13]. Using a Yarp server [14] as a middleware 
provides the ability to send real-time data from the Fraun-
hofer Shore system and the Bitalino kit to the Unity pro-
ject. These sub-systems are explained in more details in the 
following sections.  

3D Virtual Environment and Motion Control 
To assess the ability of the user in controlling and moving 
in a 3D environment through facial expressions, we de-
signed as simple virtual reality flight simulator where par-
ticipants were tasked to use their facial expressions to con-
trol the simulated flight along a path defined by a number 
of hoops to fly through as shown in Figure 2. The 3D envi-
ronment consists of a blue sky (skybox in Unity) with a 
large number of drifting clouds to provide strong optic 
flow. In addition, a route was defined by 30 golden hoops 
that player are asked to fly through, similar to a tunnel-in-
the-sky display used in actual airplane flight. Using a 
game-like paradigm, the aim of the user is to fly through as 
many hoops as they can to maximize the number of col-
lected hoops. A hoop is counted as collected if the user 
manages to fly through it as opposed to miss it. The hoops 

are spaced 25m equally apart on a forward z-axis with their 
vertical location in a range (-10m to 10m). The simulation 
was explicitly designed to be simple, such that users only 
had to control one degree of freedom, their vertical motion. 
Forward motion was controlled by the simulation. By start-
ing the game, the user starts a flight through a route of 
hoops with constant gradual forward acceleration. This 
constant acceleration results in the user starting to fly for-
ward with a low speed that gradually increases to make the 
game increasingly challenging over time. The hoops are 
located in different vertical positions, and users task is to 
use their facial expressions to control the vertical motion 
such that they fly through the next hoop. The user needs to 
show enough level of happiness to move in the upward 
direction and show sadness to move in the opposite, 
downward direction. For example, depending on the height 
of the hoops, sometimes the user needs to show only a 
close-lip smile and sometimes a big obvious smile. Note 
that future work would be needed to distinguish between 
users displaying authentic emotions of sadness and happi-
ness versus just making facial expressions – the current 
prototype and study was not designed to disambiguate be-
tween them.  
 

Figure 2. The 3D environment was designed in Unity 3D and 
consists of a sky simulation with a series of golden hoops to fly 
through.  

Figure 1. A schematic representation of the connection between the Shore System, Bitalino and Unity 3D environment through 
yarp server. 



User’s performance was assessed by counting the number 
of hoops that the users were able to fly through by control-
ling and changing their facial expressions. For example, in 
some part of the travelling route the user needs to show his 
highest level of happiness and suddenly change it to frown 
very fast to be able to get two consecutive hoops one at the 
highest height positions and the other one at the lowest 
level. The user’s measured happiness versus sadness values 
were applied as upward versus downward forces to a mass-
spring system where the first person camera (player) has a 
mass that is connected to the vertical axis by a spring. As a 
result, when the user is happy the force is in positive direc-
tion and when the user is sad the force is in negative direc-
tion, similar to providing an upward versus downward 
thrust in an actual airplane. When the user’s facial expres-
sion is neutral the player smoothly goes back to center 
(medium height where the position on the y-axis is zero). 
Although the raw sensor data might be choppy, flying up 
and down and then going back to the center appears 
smoothly due to the usage of a mass-spring control system. 
This was done by fine-tuning the spring stiffness and 
damping values of the mass-spring system in pilot studies.  

Facial Expression Information from Fraunhofer-
Shore System 
The Fraunhofer Shore system is based on a computer vi-
sion approach to analyze and characterize the facial ex-
pressions collected by a standard web camera on a Win-
dows computer. This system continuously returns values 
on a scale from 0-100 to represent the four emotional di-
mensions of happiness, sadness, surprise and angriness of 
the user as shown in Figure 3. In this work, we focused 
only on the sadness and happiness values of Shore system, 
as pilot tests indicated that they were the most reliable 
emotional indicators.  
 

 

Figure 3. Using Shore system to analyze facial expressions. 

In order to transfer real-time data from the Shore system to 
the Unity project, we used Yarp server [14]. Yarp is a mid-
dleware layer that provides the ability of transferring real-
time data and communication between different software 
systems. For example, in this case, data from the Shore 
system was acquired in C++ and then transferred to the 
Yarp server. Then we used Unity C# scripting to read data 
from the Yarp server. For the purpose of using Yarp, one 
port is opened for sending data to the server (in the C++ 
code) and one port is opened for receiving data (in the Uni-
ty C# script) as shown in Figure 1. The two ports are then 
connected for real-time data transfer.  

Facial Expression Information from Facial EMG 
Signal 

As using facial expression to infer emotional states is in-
herently noisy, we combined the Shore visual tracking sys-
tem with a facial EMG Signal. Getting data from the cor-
rugator and the zygomaticus can show muscle contractions 
in these areas that are associated to frowning (sadness) and 
smile (happiness) [15, 16, 7]. 

Figure 4. Standard deviation is used on original facial EMG sig-
nal to detect contraction in the associated muscles. 
 
In order to get the EMG signal, we have used Bitalino de-
vice plugged kit. Bitalino can send the data to the computer 
through Bluetooth wireless technology. In this work, a 
typical configuration of electrodes is used: a single ground 
electrode was placed to the top of the forehead which is an 
inactive place, the other two electrodes were attached 
above one of the eyebrows with almost one centimeter 
distance apart [15] as shown in Figure 5. EMG data from 
the corrugator muscle is processed in a Python script. 
There are different approached for finding muscle contrac-
tion in the EMG signal. Using standard deviation is a 
common approach for detection of contraction. The con-
traction happens when the standard deviation of samples in 
a time window of the signal is more than a threshold (Fig-



ure 4.). In fact, if the standard deviation is more than the 
threshold we concluded that there is a contraction in the 
corrugator, and the standard deviation is scaled between 0 
to100 and is sent to Yarp. Otherwise, there is no contrac-
tion and a zero value will be sent.  

Figure 5. The location of electrodes for getting signal from the 
corrugator muscle to enhance the performance of the system in 
detecting sadness. 

System Evaluation 
After a pilot test of the system using only the Shore facial 
expression data, we realized that users can easily go in the 
upward direction by adjusting their happiness level. How-
ever, the performance of the Shore system was not as good 
for sad conditions, and did not work reliably for some par-
ticipants. Therefore, we decided to test if we can enhance 
the performance of the system in measuring sadness emo-
tions by combining the Shore signal with the EMG signal 
of the corrugator muscle. In this first implementation, this 
was done by simply averaging the sadness values from 
both Shore system and Bitalino EMG kit. To assess if thus 
combining the visual and EMG signal can improve facial 
tracking, we designed a simple user  study that assessed 
user’s performance in two conditions:  

− Using only the Fraunhofer Shore system  
− Using both the Fraunhofer Shore system and faci-

al EMG signal in sadness emotions  
 
We hypothesized that combining the visual and EMG sys-
tem would allow users to more effectively control the sim-
ulated flight via their facial expressions (indicated by trav-
elling through more hoops) and reduce the perceived task 
difficulty. 

Experimental Design 
Twelve graduate students between 22-40 years of age took 
part in this experiment. One of the participants was a re-
searcher and aware of the research hypotheses, the others 
were naive to the purpose of the study. The participants 
were selected by volunteer based sampling. Each partici-
pants performed the game 4 times, twice with the Shore 
system an twice with using both Bitalino and Shore sys-
tem. To avoid biases in learning how to use the system, 
half of the participants started the experiment with using 
Shore and then they switched to use both Shore and Bitali-
no and half of the participants started with using Shore and 
Bitalino. The experiment took between 10-15 minutes.  

Procedure 
First, the purpose of the experiment, the procedure, data 
confidentiality and risks were explained to the participants, 
and they signed informed consent. Participants were asked 
to show their emotions through their facial expression 
(smile or frown) to be able to fly through hoops by control-
ling the simulated flight in upward or downward direc-
tions.  

For getting facial expression through EMG signal we first 
informed the participant and explained the process. Since 
we need to attach three electrodes to the participant’s face, 
the researcher described the purpose of using electrodes 
and assured the participant that using such electrodes on 
the facial skin was safe and had no side effect. In order to 
get more accurate signal and reduce the impedance be-
tween skin surface and electrode gel, participants were 
asked to remove makeup or skin oil on their forehead.  

Participants then performed two trials in each of the condi-
tions (Shore-only vs. Shore + Bitalino), in counter-
balanced order.  For each trial the number of collected 
hoops was recorded as the main performance measure. 
After each trial, participants were also asked to verbally 
rate the task difficulty on as scale of 0%=very easy to 
100% =very difficult. 

Results 
As predicted, combining the Shore system with the Bitali-
no facial EMG signal improved performance (Figure 6), 
indicated by a higher number of collected hoops (M: 15.75, 
SD: 2.72) compared to the Shore-only condition (M: 10.29, 
SD: 1.47), t(11) = 9.223, p < .0001, ηp

2 = .886.  The effect 
size ηp

2 of .886 is considered a large effect size [17] and 
indicates that 89% of the variability in the performance 
data can be attributed to the independent variable “device”, 
i.e., using the Shore+Bitalino vs. Shore-only to measure 
facial expressions.  
Similarly, combining the Shore system with the Bitalino 
facial EMG signal yielded reduced task difficulty ratings 
(M: 31.92, SD: 22.93) compared to the Shore-only condi-
tion (M: 53.75, SD: 15.75), t(11) = 3.987, p = .002, ηp

2 = 
.591, see Figure 7. The effect size ηp

2 of .591 is considered 



a large effect size [17] and indicates that 59% of the varia-
bility in the difficulty rating data can be attributed to the 
measurement device. When asked to indicate which system 
participants preferred, 10 participants (83.3%) preferred 
the Shore system alone, one participant (8.3%) preferred 
using Shore and Bitalino system together, and one partici-
pant (8.3%) did not have any preferences 

Figure 6. Analysis of the number of collected hoops for two dif-
ferent conditions: using only Shore system for facial expression 
analysis and using both Shore system and the facial EMG signal. 
Red lines are the mean values, blue lines are standard deviation 
and the green lines represent 95% confidence intervals.  
 

Figure 7. Difficulty in controlling the system for two different 
conditions: using only Shore system for facial expression analysis 
and using both Shore system and the facial EMG signal. Red lines 
are the mean values of difficulty, blue lines are standard deviation 
and the green lines represent 95% confidence intervals.  

Conclusion  
This research aims at exploring the use of facial expression 
in controlling a system. The system gives the users the 
ability to control a simple flight simulator and navigate 
through a series of hoops with a force that is a function of 

the level of user’s sadness and happiness. The direction of 
flying, the speed and acceleration of the movement are 
based on the force that is applied to a mass-spring system. 
In this work, we used two different approaches (computer 
vision and Facial EMG signal) to analyze the facial expres-
sion. A user study showed that combining the computer 
vision system and facial EMG signal allowed for more 
effective control of the system and also reduced perceived 
task difficulty; however, it is not vey convenient for the 
user to use the system by some electrodes attached to the 
facial skin. This problem can likely be reduced by using 
miniature electrodes (with less than 5mm diameters) as 
recommended in [15]. Unlike previous work [8, 9, 10, 11, 
12] that used facial expression data for passive evaluation 
of games, this work shows that such data can be actively 
used to create a more interactive and game-like immersive 
environment.  

Future Works 
This study was limited to obtaining facial EMG signal 
from the corrugator; in a follow-up study, we plan to add 
another condition that just relies on the facial EMG signal 
analysis from both the corrugator and the zygomaticus 
muscles [7]. Future works could analyze other facial ex-
pressions such as anger or fear to provide additional input 
channels and thus more nuanced interaction and/or addi-
tional potential movement and navigation options in a vir-
tual environments. Such method could ultimately be useful 
in situations where normal hand-based input is unfeasible, 
for example when hands are busy, or for physically disa-
bled users who cannot easily use traditional input devices 
for a variety of tasks including movement and navigation 
in virtual environment. Beyond using facial expressions as 
a mere input methods, analyzing facial expressions in real-
time could also be useful for a wide variety of applications 
including biofeedback, emotional regulation, affective 
computing, advertising, user testing, and for augmenting 
neurogaming applications. For many of these applications, 
it could become essential to distinguish between users ex-
periencing authentic emotions versus merely performing 
facial expressions, which might be achieved by triangulat-
ing different emotion-sensing methods and in particular 
including EEG recordings, which are more difficult to 
“fake” than just facial expressions.  
Since we are well aware of to the invasive nature of the 
EMG and it's potential drawbacks, we would like to test 
other techniques such as EEG or EDR to find out which 
psycho-physiological approaches are most suitable for ex-
tracting facial expression data and controlling the system. 
Because changing facial expression rapidly and repeatedly 
can be tiring, there is also a potential for fatigue limiting 
usability and long-term usage. 
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